Abstract The Kennelly theorem which is widely used in three phase systems allows for the delta-star and star-delta conversion and simplification of several electronic circuits. In the present work, we propose a generalization based on the theorem of superposition and some results of linear algebra. Our demonstration is inspired from the proof of the classical Kennelly’s theorem. The proposed formulas are very clear and simple. This will make it possible to convert polygon-start and star-polygon if the number of impedances is odd, greater than or equals three. The advantage of our proposal is that it could be understood and programmed easily by undergraduate student when compared to other methods based on the graph theory, which focuses mainly on the mesh-star conversion, which is not possible in all configurations in both ways. This result can be applied to reduce the number of nodes in circuit type models of electrical components and electronic circuits. Thus, the simulation time is reduced.
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1. Introduction

Thanks to the established electrical laws such as Kirchhoff’s laws and Ohm’s law, the electrical circuits and systems can be modeled and simulated by using circuit-type simulators. The integration of the original models in these platforms leads in many cases to a complex circuit with a huge number of nodes. Therefore, it is very interesting to find a way to simplify these models.

Several electricity theorems have been developed or generalized to simplify electrical circuits. For example in [1], the author proposes an extension of Kennelly and Thévenin theorem for active networks with three terminals. Also a generalization of Thévenin theorem was proposed in [2]. These theorems are very important for complex circuit analysis [3]. Indeed, the computational time of a simulation rises considerably when the number of nodes is increased. Thus, transformation theorems are required to reduce the number of elements in electrical networks. Other techniques based on the algebraic graph theory allow achieving the same objective [4]. As the well-known Kron reduction [5].

Many papers studied the mesh-star transformation [6], [7] and [8]. The conditions for which the equivalent mesh network of a star one exists impose constraints on the network elements (Wheatstone relationship) [9], [10].

In this paper, we set out to contribute to another generalization of the Kennelly's theorem, which depend only on the number of nodes in the network. This will make it similar to the classical one, which holds without conditions on the network elements. Our formulation is simple and can be programmed under MATLAB. It could also be used to provide either numerical results or formulas for a given network order by using symbolic calculation.

This paper is organized as follows: - Firstly, we present the traditional form of Kennelly theorem. - Secondly, by demonstration we show the possibility to generalize this theorem. - And finally, we perform two examples to exhibit the effectiveness of our proposal.

2. Kennelly's Theorem

The circuit in (figure 1) is equivalent to the circuit in (figure 2) that if the impedances are connected by the following relations:

\[ Z_1 = \frac{Z_{12} \times Z_{31}}{Z_{12} + Z_{23} + Z_{31}} \]  
(1)

\[ Z_2 = \frac{Z_{12} \times Z_{23}}{Z_{12} + Z_{23} + Z_{31}} \]  
(2)

\[ Z_3 = \frac{Z_{31} \times Z_{23}}{Z_{12} + Z_{23} + Z_{31}} \]  
(3)

Where, \( Z_{12} \) is the impedance between node 1 and 2, \( Z_{23} \) is the impedance between node 2 and 3, and \( Z_{31} \) is the impedance between node 3 and 1.
3. Generalized Kennelly's Theorem

The network in polygonal form shown in (figure 3), and the network in star form shown in (figure 4) are equivalent if the number of nodes \( N_i \) is odd and if their admittances are connected by the relation (7) (see (figure 7)) and their impedances are connected by the relation (8) (see (figure 8)).

So we have:

\[
Y_i = \frac{1}{Z_i} \quad \text{and} \quad Y_j = \frac{1}{Z_j}
\]

Equation (7) shows the relationship between the polygonal circuit admittances \((Yij)\) and those of the star circuit \((Yi)\). On the other hand, the equation (8) shows the relationship between the star circuit impedances \((Zi)\) and those of the polygonal circuit \((Zij)\).
\[
\begin{pmatrix}
Y_{12} \\
Y_{23} \\
\vdots \\
Y_{ii+1} \\
\vdots \\
Y_{n-1n} \\
Y_{n1}
\end{pmatrix} = \frac{1}{\sum_{j=1}^{n} Y_j} \times A^{-1} \times \begin{pmatrix}
\sum_{j=2}^{n} Y_j Y_j \\
\sum_{j=1}^{n} Y_2 Y_j \\
\vdots \\
\sum_{j=1}^{n} Y_{i} Y_{j} \\
\vdots \\
\sum_{j=1}^{n} Y_{n-1} Y_{j} \\
\sum_{j=1}^{n} Y_{n} Y_{j}
\end{pmatrix} 
\]

\[
\begin{pmatrix}
Z_{1} \\
Z_{2} \\
\vdots \\
Z_{i} \\
\vdots \\
Z_{n-1} \\
Z_{n}
\end{pmatrix} = \frac{1}{\sum_{j=1}^{n-1} Z_{jj+1} + Z_{n1}} \times B^{-1} \times \begin{pmatrix}
Z_{12} \left( \sum_{j=2}^{n-1} Z_{jj+1} + Z_{n1} \right) \\
Z_{23} \left( Z_{12} + \sum_{j=3}^{n-1} Z_{jj+1} + Z_{n1} \right) \\
\vdots \\
Z_{ii+1} \left( \sum_{j=1}^{i-1} Z_{jj+1} + \sum_{j=i+1}^{n-1} Z_{jj+1} + Z_{n1} \right) \\
\vdots \\
Z_{n-1n} \left( \sum_{j=1}^{n-2} Z_{jj+1} + Z_{n1} \right) \\
Z_{n1} \left( \sum_{j=1}^{n-1} Z_{jj+1} \right)
\end{pmatrix} 
\]
Where:

\[
A = \begin{pmatrix} 
1 & 0 & \ldots & \ldots & \ldots & 0 & 1 \\
1 & 1 & 0 & \ldots & \ldots & \ldots & 0 \\
0 & 1 & 1 & 0 & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \ldots & \ldots & \ldots & 0 & 1 & 1 \\
\end{pmatrix}
\]

(9)

\[
B = \begin{pmatrix} 
1 & 1 & 0 & \ldots & \ldots & \ldots & 0 \\
0 & 1 & 1 & \ldots & \ldots & \ldots & 0 \\
0 & 0 & 1 & 1 & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \ldots & \ldots & \ldots & 0 & 1 \\
1 & 0 & \ldots & \ldots & \ldots & 0 & 1 \\
\end{pmatrix}
\]

(10)

In order to prove the possibility of transforming a polygonal circuit into a star circuit or the inverse, we proceed with a demonstration of this generalized theorem in the following paragraph.

### 4. Demonstration and Proof

To demonstrate the validity of the polygon-star transformation or the inverse, it is necessary to find the circuit polygon elements according to the star circuit elements. This transformation is represented by (7) and (8).

To demonstrate (7) we apply the superposition theorem, putting the potential of all the nodes of both circuits, except the kth node, to the ground. This procedure takes us to the circuits of figures (see (figure 5) and (figure 6)).

By gathering equations 11, 12 and 13 in matrix form, we get the following equation:
To find the equation (8), the matrix $A$ must be invertible, so:

$$\det(A) = 1 + (-1)^{n+1} \quad (15)$$

The matrix $A$ is invertible because $n$ is odd. (This is the condition that we set at the beginning).

To demonstrate (8), we disconnect all nodes except the $k$th and the $(k + 1)$th. Whereas for $k = n$ we disconnect the $n$th and the first node. Figures (see (figure 7) and (figure 8)) show the equivalent of the two networks for $k \in [2, n-2]$.

From the two previous figures, we can deduce the following relations:

For $k \in [2, n-1]$:

$$(16)$$

For $k = n$:

$$(17)$$

Based on (16) and (17) we come to the following equation in matrix form.
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\[ B \times \begin{pmatrix} Z_1 \\ Z_2 \\ \vdots \\ Z_{n-1} \\ Z_n \end{pmatrix} = \frac{1}{n-1} \sum_{j=1}^{n-1} Z_{j+1} + Z_{n1} \times \begin{pmatrix} Z_{12} \left( \sum_{j=2}^{n-1} Z_{jj+1} + Z_{n1} \right) \\ Z_{23} \left( Z_{12} + \sum_{j=3}^{n-1} Z_{jj+1} + Z_{n1} \right) \\ \vdots \\ Z_{n1} \left( \sum_{j=1}^{n-2} Z_{jj+1} + Z_{n1} \right) \end{pmatrix} \]  

(18)

To find the expression of equation (8), matrix B must be invertible, so:

\[ \det(B) = 1 + (-1)^{n-1} \]  

(19)

The matrix B is invertible if and only if n is odd.

5. Examples

In this section, we apply the above theorem to two examples. The first is a network of three nodes as shown in (figure 1) and (figure 2). While the second is a balanced network of five nodes.

5.1. Example 1

In the case of a three-node network, we have:

\[ A^{-1} = \frac{1}{2} \times \begin{pmatrix} 1 & 1 & -1 \\ -1 & 1 & 1 \\ 1 & -1 & 1 \end{pmatrix} \quad \text{and} \quad B^{-1} = \frac{1}{2} \times \begin{pmatrix} 1 & -1 & 1 \\ 1 & 1 & -1 \\ -1 & 1 & 1 \end{pmatrix}. \]

Equations (7) and (8) become:

\[ \begin{pmatrix} Y_{12} \\ Y_{23} \\ Y_{31} \end{pmatrix} = \frac{1}{3} \times \begin{pmatrix} 1 & 1 & -1 \\ -1 & 1 & 1 \\ 1 & -1 & 1 \end{pmatrix} \times \begin{pmatrix} Y_1Y_2 + Y_2Y_3 \\ Y_2Y_1 + Y_2Y_3 \\ Y_3Y_1 + Y_3Y_2 \end{pmatrix} \]  

(20)

\[ \begin{pmatrix} Z_1 \\ Z_2 \\ Z_3 \end{pmatrix} = \frac{1}{2(Z_{12} + Z_{23} + Z_{31})} \times \begin{pmatrix} 1 & -1 & 1 \\ 1 & 1 & -1 \\ -1 & 1 & 1 \end{pmatrix} \times \begin{pmatrix} Z_{12} (Z_{23} + Z_{31}) \\ Z_{23} (Z_{12} + Z_{31}) \\ Z_{31} (Z_{23} + Z_{12}) \end{pmatrix} \]  

(21)

The simplification of (20) and (21) gives the same results of section 2.
5.2. Example 2

Let us consider the five-node balanced networks depicted in (figure 9) and (figure 10).

Firstly, we compute the inverse of matrices A and B:

\[
A^{-1} = \frac{1}{2} \times \begin{pmatrix}
1 & 1 & -1 & 1 & -1 \\
-1 & 1 & 1 & -1 & 1 \\
1 & -1 & 1 & 1 & -1 \\
-1 & 1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1
\end{pmatrix}
\]

and

\[
B^{-1} = \frac{1}{2} \times \begin{pmatrix}
1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & 1 & -1 \\
-1 & 1 & 1 & -1 & 1 \\
1 & -1 & 1 & 1 & -1 \\
-1 & 1 & -1 & 1 & 1
\end{pmatrix}
\]

Then, the simplification of (7) and (8) applied to this example yields:

\[
Z' = \frac{2Z}{5}
\]  

(22)

So, the networks of (figure 9) and (figure 10) are equivalent if and only if (22) holds.

6. Conclusions

In this paper, we have presented a generalization of Kennelly's theorem, which can be used to reduce the complexity of some networks by transmuting the polygonal form to the star form and vice versa. First, the classical Kennelly’s theorem has been presented. Then, the general theorem was introduced. After that, a demonstration based on the superposition theorem was proposed. Finally, two application examples were carried out to show the effectiveness of our theorem.

The results of this paper are very useful for educational purposes. This is due to the simplicity of the proposed formulation.

REFERENCES


