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Abstract The first steps in the application of methods for integrating functions defined on abstract sets were taken by Wiener. Most widely, the ideas of functional integration were developed in Feynman’s works. The Feynman continual integral is well known to a wide community of physicists. Along with this, there is another approach to the construction of a functional integral in quantum physics. This approach was proposed by Bogolyubov. Bogolyubov’s methods are relevant in quantum statistical physics, and have natural ties with probability theory. We review some mathematical results of integration with respect to a special Gaussian measure that arises in the statistical theory for quantum systems. It is shown that the Gibbs equilibrium averages of the chronological products of Bose operators can be represented as functional integrals with respect to this measure (the Bogolyubov measure). Some properties of this measure are studied. We rewrite partition function of many particle Bose systems in terms of Bogolyubov functional integral.
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1 Introduction

This article discusses some work on the space-time or integral over trajectories method in quantum mechanics, considering in particular its application to problems in statistical mechanics and its relation to the theory of a system of interacting bosons.

Evolution of mathematics, by and large, a continuous process and its growth and progress seldom deviate greatly from the natural historical lines. It is because of this that we tend, in retrospect, to admire most those developments which though born well outside it have grown to join and to enrich the mainstream of our science [1]. One of these achievements was the development of a special approach to the study of problems of quantum physics. 65 years ago it was done by N. N. Bogolyubov.

The studies of the problem of integrating functions defined on abstract sets date back to Fréchet’s publication [2], where he generalized the Lebesgue method. Somewhat later, these problems were studied by Daniell [3, 4], who took advantage of the idea of extending linear functionals. The Daniell theory is based on a family $H(X)$ of elementary functions $h(x)$ on a set $X$ with an elementary integral $I(h)$ defined for them. Under certain conditions, this family can be extended to a broader family $L$ to which the integral $I$ is extended so that $L$ becomes a Banach space with the norm $\|\varphi\| = I(|\varphi|)$. This is the idea of constructing a Lebesgue integral in the Daniell scheme [5, 6].

The early results by Wiener [7] have much in common with the theory of the Daniell integral. He defined the integration process for functionals and showed that the integral considered by him is a Daniell integral. Note that in all Wiener’s studies starting from 1921, the problem of functional integration is associated with the study of Brownian motion of particles. On the segment $[0, 1]$, the set of continuous real functions $C = C[0, 1]$ that satisfy the condition $x(0) = 0$ is considered. Here, $x(t)$ is the coordinate of a Brownian particle that moves along the axis under the action of random impacts and is located at the origin at $t = 0$. The Wiener measure has zero mean and the correlation function $\min(t, s)$. This measure is included in a more general class of measures in function spaces that are called Gaussian measures.

For the first time, the functional integration in quantum physics was used by Feynman [8]. He says in the introduction of paper [9] that this formulation was suggested by remarks of Dirac [10] concerning the relation of the classical action to quantum mechanics. The construction of the Feynman functional (continual) integral shares some common features with the Wiener integral. However, these integrals are essentially different [11]. While the Wiener path integral is based on a well-established mathematical background, the complex oscillatory Feynman and phase-space path integrals still meet some analytical difficulties in rigorous mathematical definition and justification. The Wiener integral is based on a well-defined Gaussian measure, while the Feynman and phase-space path integrals do not admit any strictly defined measure and should be understood as more or less mathematically justified limits of their finite-dimensional approximation.

The idea of expressing physical observables as continual in-
tegrals was developed in quantum field theory for representing Green functions. Two methods for such a representation appeared almost simultaneously. One of them is based on the formal integration of equations in variational derivatives for Green functions [12–14]. Bogolyubov [15] developed another approach, which was based on the representation of Green functions in terms of vacuum expectations of chronological products; the operation of averaging over a boson vacuum was interpreted as a functional integral. In [16], the Bogolyubov functional integration method was used to study problems of gradient transformations for electrodynamic Green functions in the Bloch–Nordsiek model. Further, Bogolyubov returned to this construction within the framework of statistical mechanics when investigating a polaron model [17]. It was shown in [18] that the measure arising in the Bogolyubov approach is the Gaussian measure [27, 30, 32, 33]. We hope that our brief review will arouse interest in a wider circle of physicists and mathematicians. Experts in probability theory have paid attention to Bogolyubov’s measure [27–30, 32, 33]. We hope that our brief review will arouse interest in a wider circle of physicists and mathematicians. Experts in probability theory have paid attention to Bogolyubov’s measure [27–30, 32, 33].

In Section 4 we present the results of recent work related to the calculation of the exact asymptotic formulas of some functional integrals with respect to the Bogolyubov measure. In the last decade, which was based on the representation of Green functions in terms of vacuum expectations of chronological products; the operation of averaging over a boson vacuum was interpreted as a functional integral. In [16], the Bogolyubov functional integration method was used to study problems of gradient transformations for electrodynamic Green functions in the Bloch–Nordsiek model. Further, Bogolyubov returned to this construction within the framework of statistical mechanics when investigating a polaron model [17]. It was shown in [18] that the measure arising in the Bogolyubov approach is the Gaussian measure [27, 30, 32, 33]. We hope that our brief review will arouse interest in a wider circle of physicists and mathematicians. Experts in probability theory have paid attention to Bogolyubov’s measure [27–30, 32, 33]. We hope that our brief review will arouse interest in a wider circle of physicists and mathematicians. Experts in probability theory have paid attention to Bogolyubov’s measure [27–30, 32, 33].

The Bogolyubov measure is an important example of Gaussian measures. Other examples are known in the theory of random processes and physics. The most famous are the fractional Brownian motion, the Ornstein–Uhlenbeck process, the Brownian bridge, the Wiener field. A rather large family of examples is given in [26].

This paper does not attempt to be a comprehensive review of the field of Gaussian functional integrals in quantum physics. Our main concern is the review of the Bogolyubov method of functional integration in the problems of equilibrium quantum statistical mechanics.

Below, we consider certain properties of functional integrals with respect to the Bogolyubov measure. In the last decade, experts in probability theory have paid attention to Bogolyubov’s measure [27, 30, 32, 33]. We hope that our brief review will arouse interest in a wider circle of physicists and mathematicians. Experts in probability theory have paid attention to Bogolyubov’s measure [27–30, 32, 33]. We hope that our brief review will arouse interest in a wider circle of physicists and mathematicians. Experts in probability theory have paid attention to Bogolyubov’s measure [27–30, 32, 33].

In Section 2 we use the concept of a chronological product ($T$-product) of operators to derive Bogolyubov functional integral. In Section 3 we calculate certain simple integrals with respect to the Bogolyubov measure and discuss some properties of this measure. In Section 4 we present the results of recent work related to the calculation of the exact asymptotic formulas of some functional integrals with respect to the Bogolyubov’s measure. In Section 5 we prove an inequality for traces that is used in the theory of phase transitions.

2 The Bogolyubov Measure

Bogolyubov’s approach to the construction of a functional integral is based on the concept of chronological ordering. The concept of a chronological product ($T$-product) of operators appeared in quantum mechanics in relation to the Schrödinger equation with a time-dependent Hamiltonian [34]. Such an equation arises in the so-called interaction representation and has the form (hereupon, we assume that the Plank constant divided by $2\pi$ is equal to unity, $\hbar = 1$)

$$
\frac{i}{\hbar} \frac{d\Phi(t)}{dt} = \tilde{H}(t)\Phi(t),
$$

where

$$
\tilde{H}(t) = e^{iH_0(t-t_0)}V e^{-iH_0(t-t_0)}
$$

and $H = H_0 + V$ is a time-independent Hamiltonian of the dynamical system under consideration. If $\Phi$ stands for a time-independent state vector in the Heisenberg representation, then $\Phi(t) = S(t, t_0)\Phi$, where

$$
S(t, t_0) = e^{iH_0(t-t_0)}V e^{-iH(t-t_0)}, \quad S(t_0, t_0) = I.
$$

The evolution operator $S(t, t_0)$ satisfies the following initial value problem:

$$
\frac{i}{\hbar} \frac{\partial}{\partial t} S(t, t_0) = \tilde{H}(t)S(t, t_0), \quad S(t_0, t_0) = I. \quad (1)
$$

In quantum mechanics, the operator $S(\infty, -\infty)$ is called a scattering matrix [35]. The evolution operator $S(t, t_0)$ is a unitary propagator [36], i.e., it satisfies the following conditions:

a) $S(t, t_1)S(t_1, t_0) = S(t, t_0),$

b) $S(t, t) = I,$

c) $S(t, t_0)$ is strongly continuous with respect to the set of variables $t$ and $t_0$.

The initial value problem (1) is formally equivalent to the integral equation

$$
S(t, t_0) = I - i \int_{t_0}^{t} \tilde{H}(\tau)S(\tau, t_0) d\tau.
$$

By successive substitutions, we can establish the following Dyson expansion:

$$
S(t, t_0) = \sum_{n=0}^{\infty} S_n(t, t_0), \quad (2)
$$

where

$$
S_n(t, t_0) = (-i)^n \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \cdots \int_{t_0}^{t_{n-1}} dt_n \times \tilde{H}(t_1)\tilde{H}(t_2)\cdots\tilde{H}(t_n). \quad (3)
$$

It is convenient to write relation (3) as

$$
S_n(t, t_0) = \frac{(-i)^n}{n!} \int_{t_0}^{t} dt_1 \int_{t_0}^{t} dt_2 \cdots \int_{t_0}^{t} dt_n \times T[\tilde{H}(t_1)\tilde{H}(t_2)\cdots\tilde{H}(t_n)],
$$

where we introduce the $T$-product

$$
T[V(t_1)V(t_2)\cdots V(t_n)] = \sum \pm \theta(t_{i_1} > t_{i_2} > \cdots > t_{i_n}) \times V(t_{i_1})V(t_{i_2})\cdots V(t_{i_n}), \quad (4)
$$
Comparing (6) and (7) in the special case when the operator equation developed in detail in [18]. The sum in (4) is taken over all possible permutations of indexes 1, 2, . . . , n. The minus sign corresponds to the Fermi case and is determined by the number of Fermi permutations necessary for obtaining the corresponding term.

Using formula (4), we can rewrite expansion (2) in the following symbolic form:

\[
S(t, t_0) = T \exp \left[ -i \int_{t_0}^{t} \bar{H}(\tau) d\tau \right].
\]

It follows from the definition of the T-product that the operators under the sign of T-product commute.

Using the chronological product, we can obtain an important formula of equilibrium statistical mechanics [17]. Consider the operator equation

\[
\frac{dU(s)}{ds} = -[H_0 + H_1(s)]U(s), \quad U(0) = I. \tag{5}
\]

Here, operator \( H_1(s) \) may depend on the real parameter \( s \). A solution to equation (5) is given by

\[
U(\beta) = T \exp \left\{ -\int_{0}^{\beta} \left[ H_0 + H_1(\sigma) \right] d\sigma \right\}. \tag{6}
\]

We will assume that \( U(s) = e^{-sH_0}C(s) \) in (5). Then, the operator \( C(s) \) satisfies the initial value problem

\[
\frac{dC(s)}{ds} = -e^{sH_0}H_1(s)e^{-sH_0}C(s), \quad C(0) = I,
\]

which has a solution

\[
C(s) = T \exp \left[ -\int_{0}^{s} d\sigma e^{\sigma H_0} H_1(\sigma)e^{-\sigma H_0} \right].
\]

Therefore,

\[
U(\beta) = e^{-\beta H_0}T \exp \left[ -\int_{0}^{\beta} ds e^{sH_0} H_1(s)e^{-sH_0} \right]. \tag{7}
\]

Comparing (6) and (7) in the special case when the operator \( H_1(s) = H_1 \) is independent of \( s \), we obtain the Bogolyubov formula

\[
e^{-\beta(H_0+H_1)} = e^{-\beta H_0}T \exp \left[ -\int_{0}^{\beta} ds e^{sH_0} H_1 e^{-sH_0} \right],
\]

where, in the case of interest, \( \beta \) is the inverse temperature, \( H_0 \) is the free Hamiltonian, \( H_1 \) is the time-independent Hamiltonian of the interaction. This formula is necessary for representing the partition function in the form of a functional integral.

We recall the Bogolyubov functional integral formalism developed in detail in [18].

Consider a boson of mass \( m \) that moves in the space \( \mathbb{R} \) and is in the thermodynamic equilibrium with a thermostat at inverse temperature \( \beta \). The momentum and coordinate operators, \( \hat{p} \) and \( \hat{q} \), act in the Hilbert space \( L_2(\mathbb{R}) \) of complex functions \( f(x) \) with the inner product \( (f, g) = \int_{\mathbb{R}} f(x)g(x) dx \) as follows

\[
(\hat{p}f)(x) = -i \frac{df}{dx}, \quad (\hat{q}f)(x) = xf(x).
\]

The Bose operators

\[
\hat{b} = \sqrt{\frac{\omega}{2}} + i \frac{\hat{p}}{\sqrt{2m\omega}}, \quad \hat{b}^\dagger = \sqrt{\frac{\omega}{2}} - i \frac{\hat{p}}{\sqrt{2m\omega}}
\]

satisfy the commutation relation \( [\hat{b}, \hat{b}^\dagger] = 1 \).

By

\[
\langle \ldots \rangle_{\tilde{\beta}} = \frac{\text{Tr} \ldots e^{-\tilde{\beta}\hat{F}}}{\text{Tr} e^{-\tilde{\beta}\hat{F}}},
\]

we will denote the Gibbs average with respect to the Hamiltonian \( \tilde{\Gamma} \).

Consider the average

\[
\left\langle T \exp \left[ i \sum_{k=1}^{N+1} \nu_k \hat{Q}(s_k) \right] \right\rangle, \tag{8}
\]

where \( \nu_k \) are real numbers and

\[
0 = s_1 < s_2 < \ldots < s_k < \ldots < s_N < s_{N+1} = \beta. \tag{9}
\]

The operators \( \hat{Q}(s) \) and \( \hat{\Gamma} \) are defined by the relations

\[
\hat{Q}(s) = e^{\nu_1 \hat{b}^\dagger e^{-\nu_1}}, \quad \hat{\Gamma} = \frac{\hat{b}^2}{2m} + \frac{m\omega^2}{2}\hat{q}^2,
\]

i.e., we consider a one-dimensional harmonic oscillator. If \( \hat{A} \) is a linear form of Bose operators and \( \hat{\Gamma} \) is a positive definite quadratic Hamiltonian, then the following formula holds [17]:

\[
2\ln \langle e^{\hat{A}} \rangle = \langle \hat{A}^2 \rangle, \tag{10}
\]

Taking into account formula (10), we can write

\[
\left\langle T \exp \left[ i \sum_{k=1}^{N+1} \nu_k \hat{Q}(s_k) \right] \right\rangle = \exp \left\{ -\frac{1}{2} \sum_{n=1}^{N+1} \sum_{m=1}^{N+1} \nu_n \nu_m \langle T[\hat{Q}(s_n)\hat{Q}(s_m)] \rangle \right\}.
\]

We evaluate the average in the right-hand side of the last relation using the \( T \)-product definition (4), which leads to the formula

\[
\left\langle T[\hat{Q}(s_n)\hat{Q}(s_m)] \right\rangle = (2m\omega)(1 - e^{-\beta\omega})^{-1} (e^{-\omega|s_n-s_m|} + e^{-\beta\omega+\omega|s_n-s_m|}).
\]

Thus, the average (8) can be represented as follows:

\[
\left\langle T \exp \left[ i \sum_{k=1}^{N+1} \nu_k \hat{Q}(s_k) \right] \right\rangle = \exp \left[ -\frac{1}{2} \sum_{n=1}^{N+1} \nu_n \nu_m (2m\omega)(1 - e^{-\beta\omega})^{-1} \right.
\]

\[
\left. \times (e^{-\omega|s_n-s_m|} + e^{-\beta\omega+\omega|s_n-s_m|}) \right].
\]
Let us write this formula in a form that is more convenient for further analysis. Consider the expression
\[ K(s_n, s_m) = e^{-\omega|s_n-s_m|} + e^{-\beta\omega + |s_n-s_m|}, \]
0 < s_n, s_m < \beta, as a function of the variable s_n. This function, which we denote by \( y(s_n) \), satisfies the differential equation
\[ \frac{d^2y(s_n)}{ds_n^2} - \omega^2y(s_n) = -2\omega (1 - e^{-\beta\omega}) \delta(s_n - s_m) \quad (11) \]
and the boundary conditions \( y(0) = y(\beta), \quad y'(0) = y'(\beta). \)

We will seek a solution to equation (11) in the form
\[ y(s) = \sum_{n=-\infty}^{\infty} c_n e^{2\pi is/\beta}. \]

We obtain
\[ K(s_j, s_k) = 2\omega \frac{1 - e^{-\beta\omega}}{\beta} \sum_{n=-\infty}^{\infty} e^{2\pi i(n_j-n_k)/\beta} \left( \frac{\omega^2 + (2\pi/\beta)^2}{\omega^2} \right). \]

Thus, we have the following representation for the average (8):
\[ \left\langle T \exp \left[ i \sum_{k=1}^{N+1} \nu_k \tilde{Q}(s_k) \right] \right\rangle = e^{-\Omega (\nu_k)}, \quad (12) \]
where the form \( \Omega(\nu_k) \) is quadratic in \( \nu_k \) and is expressed as
\[ \Omega(\nu_k) = \frac{1}{2m\beta} \sum_{n=-\infty}^{\infty} \left\| \sum_{k=1}^{N+1} \nu_k e^{2\pi i n k / \beta} \right\|^2 \left( \frac{\omega^2 + (2\pi/\beta)^2}{\omega^2} \right). \]

It is obvious that \( \Omega \geq 0 \). Moreover, \( \Omega = 0 \) if and only if \( \nu_1 + \nu_{N+1} = 0 \) and \( \nu_2 = \ldots = \nu_N = 0. \)

Introduce new variables \( \eta_1 = \nu_1 + \nu_{N+1}, \quad \eta_2 = \nu_2, \ldots, \quad \eta_N = \nu_N. \) Then, formula (12) can be rewritten as
\[ \left\langle T \exp \left[ i \sum_{k=1}^{N+1} \nu_k \tilde{Q}(s_k) \right] \right\rangle = \exp \left( -\frac{1}{2} \sum_{j=1}^{N} \sum_{k=1}^{N} A_{jk} \eta_j \eta_k \right), \quad (13) \]
where
\[ \sum_{j,k=1}^{N} A_{jk} \eta_j \eta_k = \frac{1}{m \beta} \sum_{n=-\infty}^{\infty} \left\| \sum_{k=1}^{N+1} \eta_k e^{2\pi i n k / \beta} \right\|^2 \left( \frac{\omega^2 + (2\pi/\beta)^2}{\omega^2} \right) \quad (14) \]
and the covariance matrix has the following elements:
\[ A_{jk} = \frac{1}{2m\beta \sinh(\beta\omega/2)} \cosh \left( \frac{\beta\omega}{2} - \frac{\beta\omega}{N} j - k \right). \]

When deriving this formula, we defined partition (9) by the simple relation \( s_j = \beta N^{-1}(j-1) \).

Now, let us apply formulas (13) and (14) in order to establish a relation between the Gibbs equilibrium averages of Bose operators and the functional integral.

Consider the expression
\[ \int \left\langle T \exp \left[ i \sum_{k=1}^{N+1} \nu_k \tilde{Q}(s_k) \right] \right\rangle \times \exp \left\{ -i \sum_{k=1}^{N+1} \nu_k q_k \right\} d\nu_1 \ldots d\nu_N d\nu_{N+1}, \]
where \( q_k \) are real numbers and the integration for each variable \( \nu_k \) is performed over the entire real axis. Taking into account formula (13) and the well-known values of Gaussian integrals, we obtain
\[ \frac{1}{(2\pi)^{N+1}} \int \left\langle T \exp \left[ i \sum_{k=1}^{N+1} \nu_k \tilde{Q}(s_k) \right] \right\rangle \times \exp \left\{ -i \sum_{k=1}^{N+1} \nu_k q_k \right\} d\nu_1 \ldots d\nu_N d\nu_{N+1} \]
\[ = \rho(q_1, q_2, \ldots, q_{N+1}), \quad (15) \]
where
\[ \rho(q_1, q_2, \ldots, q_{N+1}) = \frac{1}{\sqrt{(2\pi)^N}} \frac{\delta(q_1 - q_{N+1})}{\sqrt{\det A}} \times \exp \left\{ \frac{1}{2} \sum_{j,k=1}^{N} (A^{-1})_{jk} q_j q_k \right\}, \quad (16) \]
\[ \delta(q) \text{ is the Dirac delta function, and } A^{-1} \text{ is the covariance matrix inverse to } A \text{ with the elements} \]
\[ (A^{-1})_{ij} = \frac{m \omega}{\sinh(\beta\omega/N)} \left( 2 \cosh \frac{\beta\omega}{N} \delta_{i,j} - \delta_{i,j+1} - \delta_{i,j-1} \right). \]

The determinant of the inverse covariance matrix is given by
\[ \frac{(m\omega)^N}{2} \left[ \left( \cosh \frac{\beta\omega}{N} + 1 \right)^{N+1} - \left( \cosh \frac{\beta\omega}{N} - 1 \right)^{N+1} \right]. \]

It follows from (16) that
\[ \rho \geq 0, \quad \int \rho \, dq_1 \ldots dq_{N+1} = 1. \quad (17) \]

Using (15), we can calculate averages of the form
\[ \left\langle T \left[ f(\tilde{Q}(s_1), \ldots, \tilde{Q}(s_{N+1})) \right] \right\rangle. \]

Indeed, let us take into account the complex Fourier formula
\[ f(Q_1, \ldots, Q_{N+1}) = \frac{1}{(2\pi)^{N+1}} \int f(q_1, \ldots, q_{N+1}) \]
\[ \times \exp \left\{ i \sum_{j=1}^{N+1} \nu_j (Q_j - q_j) \right\} dq_1 \ldots dq_{N+1}. \]

Since the operators \( \tilde{Q}(s_j) \) commute under the sign of \( T \)-product, we have
\[ \left\langle T \left[ f(\tilde{Q}(s_1), \ldots, \tilde{Q}(s_{N+1})) \right] \right\rangle = \int f(q_1, \ldots, q_{N+1}) \rho(q_1, \ldots, q_{N+1}) \, dq_1 \ldots dq_{N+1}. \quad (18) \]

Taking into account properties (17), we see that
\[ 0 \leq \left\langle T \left[ f(\tilde{Q}(s_1), \ldots, \tilde{Q}(s_{N+1})) \right] \right\rangle \leq M \quad \text{if} \quad 0 \leq f(\tilde{Q}(s_1), \ldots, \tilde{Q}(s_{N+1})) \leq M. \quad (19) \]
Now, consider functionals $F(q)$ on the real functions (“trajectories”) $q(s)$ defined on the segment $0 \leq s \leq \beta$. Let us construct the integral

$$I \equiv \int F(q) \, d\mu$$

with respect to the corresponding measure.

First, we consider a subset of “special functionals” [17] that are continuous functions of a finite number $N$ of variables, $F^{(N)}(q) \equiv \Phi(q_1, q_2, \ldots, q_N)$, where $q_j = q(s_j)$. In this case, we obtain

$$I^{(N)} = \int \Phi(q_1, q_2, \ldots, q_N) \rho(q_2, q_N) \, dq_1 \, dq_2 \ldots \, dq_N$$

by definition. Then, formulas (18) and (19) imply that

$$\langle T[F^{(N)}(\hat{Q})] \rangle = \int F^{(N)}(q) \, d\mu$$

and that $\langle T[F^{(N)}(\hat{Q})] \rangle \geq 0$ if $F^{(N)}(q) \geq 0$ for arbitrary real numbers $q_1, q_2, \ldots, q_N$. Now, consider a sequence of functions $\{ q_N(s) \}$, $N = 1, 2, \ldots$, that are defined as follows:

$$q_N(s) = q(s_j), \quad s_j \leq s < s_{j+1}, j = 1, 2, \ldots, N, \quad q_N(\beta) = q(\beta).$$

The set of points $\{ s_j \}$ is a partition (10) of the segment $[0, \beta]$. We assume that $s_{j+1} - s_j \leq \Delta s$ for $j = 1, 2, \ldots, N$, and suppose that $\Delta s \rightarrow 0$ as $N \rightarrow \infty$. In this case, the sequence of step functions (22) uniformly converges to the function $q(s)$. Path integral (20) can be defined as the limit as $N \rightarrow \infty$ of integrals (21) defined on the subset of special functionals, because the functionals $F(q_N(s))$ belong to this subset: $I = \lim_{N \rightarrow \infty} I^{(N)}$.

Consider the space $C^0[0, \beta]$ of continuous functions $q(s)$ defined on the segment $[0, \beta]$ that satisfy the condition $q(0) = q(\beta)$. This is a metric space with respect to the uniform metric $\rho(q, p) = \sup_{s \in [0, \beta]} |q(s) - p(s)|$. The square matrix $A^{(N)}$ of order $N$ is a positive symmetrical matrix; i.e., the mapping $(j, k) \rightarrow A_{jk}$ is a positive-type kernel on the set \{1, 2, \ldots, N\}. Hence [37], we can speak of a Gaussian measure $\gamma_A$ on the space $\mathbb{R}^N$ with covariance $A$. By the Stone–Weierstrass theorem [6], the corresponding set of special functionals is dense in the set of all continuous functions defined on the space $C^0[0, \beta]$. In the space $C^0[0, \beta]$, we can introduce a $\sigma$-algebra generated by quasi-intervals (cylindrical sets). This $\sigma$-algebra coincides with the $\sigma$-algebra generated by the sets that are open in the metric $\rho$. The extension of the Gaussian measure from quasi-intervals to their Borel closure determines the Gaussian measure in the space $C^0[0, \beta]$ [38].

### 3 Properties of Bogolyubov’s Measure

In Section 2, we showed that in the space $X = C^0[0, \beta]$ of continuous functions on the segment $[0, \beta]$ that satisfy the condition $x(0) = x(\beta)$ with uniform metric, a Gaussian measure $\mu_B$ is defined with zero average and the correlation function

$$B(t, s) = \frac{1}{2m\omega \sinh(\beta\omega/2)} \cosh \left( \omega |t - s| - \frac{\beta\omega}{2} \right).$$

In the measure space $\{X, G, \mu_B\}$, where $G$ is a distinguished $\sigma$-algebra of subsets in the space $X$, we consider measurable functionals $F(x)$. Then, the following formula holds for the Gibbs equilibrium average of the $T$-product taken with respect to the Hamiltonian $\Gamma$ of the harmonic oscillator:

$$\langle T[F(\hat{Q}(t))] \rangle_\Gamma = \int_X F(x(t)) \, d\mu_B(x),$$

where the integral is understood as the Daniell integral over the space $X$. For the integrable functional $F(x)$ the average in formula (24) exists and is finite.

The measure $\mu_B$ thus defined is called the Bogolyubov measure.

Let $a_1, a_2, \ldots, a_n$ be linearly independent elements from a certain separable Hilbert space $H$ whose closure is the support of a measure $\mu$ and that is dense almost everywhere in $X$. Then

$$\int_X F((a_1, x), (a_2, x), \ldots, (a_n, x)) \, d\mu(x)$$

$$= (2\pi)^{-n/2} \frac{1}{\sqrt{\det A}} \int_{R^n} e^{-(A^{-1}u,u)/2} F(u) \, du$$

if one of these integrals exists, where $A$ is a matrix with the elements $a_{ij} = (a_i, a_j)_H, i, j = 1, \ldots, n, u = (u_1, \ldots, u_n)$, and $du = du_1 \cdots du_n$. If we take orthonormalized vectors of the space $H$ as the elements $a_j$, then formula (25) reduces to

$$\int_X F((a_1, x), (a_2, x), \ldots, (a_n, x)) \, d\mu(x)$$

$$= (2\pi)^{-n/2} \int_{R^n} e^{-(u,u)/2} F(u) \, du.$$

Formula (25) has an especially simple form when the functional $F(x)$ depends only on the values of the function $x(t)$ at finite number of points. For example, if $F(x(t)) = x(t_1)x(t_2) \ldots x(t_n)$, then the Wick theorem holds, which yields

$$\int_X x(t_1)x(t_2) \ldots x(t_n) \, d\mu(x)$$

$$= \sum B(t_{i_1}, t_{i_2}) B(t_{i_3}, t_{i_4}) \cdots B(t_{i_{2k-1}}, t_{i_{2k}}),$$

where $n = 2k$ and the summation is over all $(2k)!/(2^k k!)$ ways of partitioning the numbers $1, 2, \ldots, 2k$ into $k$ different unordered pairs, $(i_1, i_2), (i_3, i_4), \ldots, (i_{2k-1}, i_{2k})$. This integral vanishes for $n = 2k + 1$. In particular, in the case of the Bogolyubov measure,

$$\langle \hat{q}^2 \rangle_\Gamma = \int_X x^2(t) \, d\mu_B(x) = B(t, t) = \frac{1}{2m\omega} \coth \frac{\beta\omega}{2},$$

$$\langle e^{a\hat{q}^2} \rangle_\Gamma = \sum_{n=0}^{\infty} \frac{(2n)!}{2^n n!} (a\langle \hat{q}^2 \rangle_\Gamma)^n = \frac{1}{\sqrt{1 - a \coth(\beta\omega/2)/(m\omega)}},$$

where we should assume that

$$-m\omega \tanh(\beta\omega/2) \leq a < m\omega \tanh(\beta\omega/2)$$

in the second formula.
Consider the following quadratic functional on $X$:

$$A(x, x) = \sum_{k,j=1}^{\infty} a_{kj}(e_k, x)(e_j, x),$$

where $a_{kj} = (Ac_k, e_j)_H$, $A$ is a self-adjoint kernel operator that acts from $H$ to $H$, and $\{e_k\}_{k=1}^{\infty}$ is a basis in $H$. Then, applying formula (25), we can calculate the following integrals:

$$\int_X A(x, x) \, d\mu(x) = \text{Tr} \, A,$$

$$\int_X A^2(x, x) \, d\mu(x) = (\text{Tr} \, A)^2 + 2 \sum_{k=1}^{\infty} \lambda_k^2,$$

where $\lambda_k$ are the eigenvalues of the operator $A$. The relation

$$\int_X e^{\lambda A(x,x)/2} \, d\mu(x) = \frac{1}{\sqrt{D_A(\lambda)}} \quad (26)$$

holds, where $D_A(\lambda)$ is the characteristic determinant of the operator $A$ at the point $\lambda$, $\text{Re} \lambda < \frac{1}{2}$, $\lambda_1 > \lambda_2 > \ldots$, and

$$\sqrt{D_A(\lambda)} = \sqrt{D_A(\lambda)} \exp \left[ -\frac{i}{2} \arg D_A(\lambda) \right].$$

As the quadratic functional in (26), we choose

$$A(x, x) = \int_0^\beta x^2(t) \, dt = \sum_{k=-\infty}^{\infty} \lambda_k (e_k, x)^2,$$

where $e_k = \sqrt{\lambda_k} \varphi_k$, $\lambda_k$ are the eigenvalues of the kernel $B(t, s)$, and $\varphi_k$ are the corresponding eigenfunctions. Let us apply the formula [6]

$$-\frac{d}{d\lambda} \ln D_B(\lambda) = \int_0^\beta B(t, t) \, dt$$

$$+ \lambda \int_0^\beta B^{(2)}(t, t) \, dt + \cdots + \lambda^k \int_0^\beta B^{(k)}(t, t) \, dt + \cdots,$$

where $B^{(k)}$ are the corresponding iterated kernels, which are given by

$$B^{(k)}(t, t) = \frac{1}{\beta m^k} \sum_{n=-\infty}^{\infty} \frac{1}{[\omega^2 + (2\pi n \beta^{-1})^2]^k}$$

in the case of the Bogolyubov measure. Then,

$$-\frac{d}{d\lambda} \ln D_B(\lambda) = \frac{\beta}{2m} \frac{1}{\sqrt{\omega^2 - \lambda/m}} \coth \left( \frac{\beta}{2} \sqrt{\omega^2 - \lambda/m} \right),$$

where $\lambda < m\omega^2$. Integrating this equation, we obtain

$$D_B(\lambda) = \frac{\sinh^2 \left( \beta \sqrt{\omega^2 - \lambda/m} / 2 \right)}{\sinh^2 (\beta \omega / 2)},$$

which implies the formula

$$\int_X \exp \left( \frac{\lambda}{2} \int_0^\beta x^2(t) \, dt \right) \, d\mu_B(x) = \frac{\sinh \left( \beta \sqrt{\omega^2 - \lambda/m} / 2 \right)}{\sinh \left( \beta \omega / 2 \right)}, \quad \lambda < m\omega^2. \quad (27)$$

Note that the moments

$$m_k = \int_X A(x, x)^k \, d\mu_B(x) = \int_X \left( \int_0^\beta x^2(t) \, dt \right)^k \, d\mu_B(x)$$

can be defined by formula (27) and the equality

$$m_{k+1} = \frac{1}{\beta} \frac{d^{k+1}}{d\lambda^{k+1}} \frac{1}{\sqrt{D_B(\lambda)}} \bigg|_{\lambda=0}.$$

In [39] approximate formulas are constructed that are exact for functional polynomials of a given degree, as well as formulas that are exact for integrable functionals of a wider class.

Consider the properties of the support of the Bogolyubov measure in the space $C^\infty[0, \beta]$ [40]. It turns out that just as in the case of the Wiener measure, the measure $\mu_B$ is concentrated on continuous but not continuously differentiable paths. Thus, along with the Wiener measure, the Bogolyubov measure provides another important example of everywhere continuous but almost everywhere non-differentiable functions.

Introduce the set

$$C_h^\gamma(t, t') = \{ x \in X : |x(t) - x(t')| \leq h|t - t'|^\gamma \},$$

where $h > 0$, $0 < \gamma \leq 1$, and $t, t' \in [0, \beta]$. We seek the Bogolyubov measure of this set. We can write

$$\mu_B \{ C_h^\gamma(t, t') \} = \frac{1}{2\pi \sqrt{\det K}} \int_B du_1 du_2 e^{-\frac{(u, K^{-1}u)}{2}}, \quad (28)$$

where $B = \{(u_1, u_2) \in \mathbb{R}^2 : |u_1 - u_2| \leq h|t - t'|^\gamma \}$. By an appropriate linear change of variables in (28), we obtain

$$\mu_B \{ C_h^\gamma(t, t') \} = \frac{1}{\sqrt{2\pi}} \int_{-a}^a e^{-v^2/2} \, dv, \quad (29)$$

where

$$a = \sqrt{\frac{m\omega \sinh(\beta \omega / 2)}{\cosh(\beta \omega / 2) - \cosh(\beta \omega / 2 - \omega|t - t'|^\gamma)}} \, h|t - t'|^\gamma.$$

Formula (29) implies an upper estimate for the required measure,

$$\mu_B \{ C_h^\gamma(t, t') \} \leq \sqrt{\frac{2}{\pi}} a. \quad (30)$$

Now, let us introduce the sets

$$C_h^\gamma(t) = \bigcap_{t' \in [0, \beta]} C_h^\gamma(t, t') = \{ x \in X : |x(t) - x(t')| \leq h|t - t'|^\gamma \ \text{for all} \ t' \in [0, \beta] \} \quad (31)$$

and

$$C_h^\gamma = \bigcap_{t \in [0, \beta]} C_h^\gamma(t) = \{ x \in X : |x(t) - x(t')| \leq h|t - t'|^\gamma \ \text{for all} \ t' \in [0, \beta] \}.$$

One can prove [1] that the sets $C_h^\gamma(t, t')$, $C_h^\gamma(t)$, and $C_h^\gamma$ are closed subsets in $X = C^\infty[0, \beta]$. 
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Consider a sequence \( \{t_k\} \) of points from the segment \([0, \beta]\) such that they do not coincide with the point \( t \) as \( k \to \infty \). Then, definition (31), inequality (30), and the downward convexity of the function \( \cosh x \) imply that
\[
\mu_B \{ C_h^\gamma(t) \} \leq \mu_B \{ C_h^\gamma(t, t_k) \} \leq \sqrt{\frac{2m \sinh(\beta \omega/2)}{\pi \sinh(\beta \omega/2 - \omega |t - t_k|)}} h |t - t_k|^{-1/2}.
\]
The resulting inequality shows that \( \mu_B \{ C_h^\gamma(t) \} = 0 \) for \( \gamma > 1/2 \); hence,
\[
\mu_B \{ C_h^\gamma \} = 0. \tag{32}
\]

Recall that a function \( x : [0, \beta] \to \mathbb{R} \) is said to be Hölder continuous of order \( \gamma \) if there is a positive constant \( h \) such that \( |x(t) - x(t')| \leq h |t - t'|^\gamma \) for all \( t, t' \in [0, \beta] \) and \( \gamma \in (0, 1] \). We have
\[
\Gamma^\gamma = \{ x \in X : x \text{ is a } \gamma \text{-Hölder function} \} = \bigcup_{h=1}^\infty C_h^\gamma.
\]

Hence, by condition (32), the set \( \Gamma^\gamma \) with \( 1/2 < \gamma \leq 1 \) is a Borel subset of \( X \) with zero Bogolyubov measure (or zero probability). In other words, the Bogolyubov trajectories are not Hölder continuous of order \( \gamma > 1/2 \) almost everywhere with respect to the measure. (Consequently, they cannot be continuously differentiable.)

Let \( 0 \leq t \leq \beta \). We consider the set \( D_t = \{ x \in X : x'(t) \text{ exists} \} \), where \( x'(t) \) denotes the ordinary derivative of \( x \) with respect to \( t \) for \( t \in (0, \beta) \) and the one-sided derivative for \( t = 0 \) or \( t = \beta \). Then, it can be shown [1] that \( D_t \subseteq \bigcup_{h=1}^\infty C_h^\gamma \), whence \( \mu_B(D_t) = 0 \).

Define a function \( F = X \times [0, \beta] \to \mathbb{R} \) by the relation
\[
F(x, t) = \begin{cases} 1 & \text{if } x'(t) \text{ exists (as a finite function),} \\ 0 & \text{otherwise.} \end{cases}
\]

It can be shown [1] that the function \( F \) is measurable as a function of \( x \) and \( t \). Then, by the Fubini theorem,
\[
\int_X \left( \int_0^\beta F(x, t) \, dt \right) d\mu_B(x) = \int_0^\beta \left( \int_X F(x, t) \, d\mu_B(x) \right) dt = \int_0^\beta \mu_B(D_t) \, dt = 0.
\]

This formula shows that the relation \( \int_0^\beta F(x, t) \, dt = 0 \) holds for almost all functions \( x \) with respect to the measure \( \mu_B \). Consequently, the relation \( F(x, t) = 0 \) holds for almost all functions \( x \) with respect to the Bogolyubov measure \( \mu_B \) and for almost every \( t \) with respect to the Lebesgue measure. Thus, we have proved that the trajectories \( x \in X \) are differentiable at most on a subset of \([0, \beta]\) with zero Lebesgue measure.

Since any function \( x \) of bounded variation on any interval is differentiable always everywhere on this interval with respect to the Lebesgue measure [41], Bogolyubov trajectories have an unbounded variation on any sub-interval of the segment \([0, \beta]\) with probability \( 1 \).

In [40] the Lévy theorem on the quadratic variation of Wiener trajectories [42] slightly extended to the Bogolyubov measure. A theorem on the quadratic variation of Bogolyubov trajectories is proved. We also study the properties of scale transformations in the Bogolyubov space.

Consider the family of operators \( \{T(\beta) : 0 \leq \beta < \infty\} \) that act in the space \( L^2(R) \) by the rule
\[
T(\beta)f(x) = \int_X d\mu_B(y) f \left( \int_0^\beta y(t) \, dt + x \right). \tag{33}
\]

It is obvious that \( T(0) = I \). We obtain
\[
T(\beta)f(x) = \sqrt{\frac{m \omega^2}{2 \pi \beta}} \int_{-\infty}^\infty f(y) \exp \left[ -\frac{(y - x)^2 m \omega^2}{2 \beta} \right] dy. \tag{34}
\]

Formula (34) is the well-known formula for the free semi-group in the case of the heat equation. Thus, the family of operators (33) is indeed a strongly continuous semi-group in the space \( L^2(R) \). The generator of the semi-group is given by
\[
L = \frac{1}{2 m \omega^2} \frac{d^2}{dx^2},
\]
and for any function \( f \in L^2(R) \), the function \( u(\beta, x) = (T(\beta)f)(x) \) is the solution of the Bloch equation
\[
\frac{\partial u}{\partial \beta} = \frac{1}{2 m \omega^2} \frac{\partial^2 u}{\partial x^2}
\]
subject to the initial condition \( u(0, x) = f(x) \). Formula (33) implies the relation between the Bogolyubov and Wiener measures
\[
\int_{C_\beta = [0, m \omega^2]} f \left( x + \int_0^\beta y(\tau) \, d\tau \right) d\mu_B(y) = \int_{C_\beta} f(y(t) + x) \, d\mu_W(y),
\]
where \( C_\beta \) is the space of continuous functions on \([0, t]\) that vanish at zero.

A Gaussian random process with a Bogolyubov measure has independent increments, i.e., the random variables \( y(t_1) - y(t), \ldots, y(t_n) - y(t_{n-1}) \), where
\[
y(t) = \omega^{-1} x(t) + \int_0^t x(\tau) \, d\tau, \quad 0 \leq t \leq \beta, \tag{35}
\]
are independent for any \( 0 < t_1 < t_2 < \cdots < t_n \leq \beta \).

Gaussian random variable \( G \equiv y(t) - y(s) \) is normally distributed with zero average and the variance \((t-s)/(m \omega^2)\), where \( t > s \), i.e.,
\[
G \sim N \left( 0, \frac{t-s}{m \omega^2} \right). \tag{36}
\]

Note that if \( x(t) \) is regarded as a random function, then the integral
\[
\int_0^t x(\tau) \, d\tau
\]
introduced above is a stochastic integral defined as the limit in the mean with respect to the given measure for the corresponding integral sums. The integral (36) exists if and only if the mean value \( M(y^2) \) exists. This condition is fulfilled for the Bogolyubov measure.

Note that since

\[
\int_X d\mu_B(x) \left( \frac{1}{\beta} \int_0^\beta x(t) \, dt \right)^2 = \frac{1}{\beta^2} \int_0^\beta dt \int_0^\beta d\tau B(t-\tau) = \frac{1}{\beta^2 m \omega^2},
\]

we have

\[
\lim_{\beta \to \infty} M \left( \frac{1}{\beta} \int_0^\beta x(t) \, dt \right)^2 = 0.
\]

Since a Bogolyubov random process has zero mathematical expectation, \( m = M x(t) = 0, \) we can speak of the ergodicity of this process in the sense that the “time” means (\( \beta \)-means) converge in mean square to the “phase” means.

We can establish the connection between Bogolyubov measure and some parabolic partial differential equation [40].

Define a function

\[
\delta_{\beta, \xi}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dz \, e^{iz[y(\beta) - y(0)] - \xi^2},
\]

where \( x(t) \in X \) is an arbitrary function, \( \xi \) is an arbitrary real number, \( \beta \) is a positive number, and \( y(t), 0 \leq t \leq \beta, \) is defined in (35). Function (37) is an analogue of the Donsker–Lions function [43], which was introduced to investigate the Wiener measure.

Introduce the function

\[
u(\beta, \xi) = E_{\mu_B} \left\{ \delta_{\beta, \xi}(x) \exp \left( -\int_0^\beta V(y(s) - y(0)) \, ds \right) \right\},
\]

where \( V \) is a real function bounded from below. The function (38) is a solution of the partial differential equation

\[
\frac{\partial u}{\partial \beta} = \frac{1}{2m \omega^2} \frac{\partial^2 u}{\partial \xi^2} - V(\xi) u
\]

with the initial condition \( u(0, \xi) = \delta(\xi) \) and the boundary conditions \( u(\beta, \pm \infty) = 0. \)

4 Some Functional Integrals and Measures

Functional integrals with respect to Gaussian measures can be accurately found only in the simplest cases. Most often one or another asymptotic or approximate calculation is used. In this section, we present the results of recent work related to the calculation of the exact asymptotic formulas of some functional integrals with respect to Bogolyubov’s measure. Properties of the Bogoliubov measure, of functional integrals over this measure, and of the Bogolyubov process trajectories were studied in [27–30, 32, 33, 39, 40].

Approximate formulas constructed in [39,44] for functional integrals over a Bogolyubov measure are exact for functional polynomials. Some asymptotic formulas for functional integrals with respect to a Bogoliubov measure were obtained in [28,29,32,33], where the asymptotic form of the probability of large deviations of Bogoliubov processes in \( L^p \)-norms, which is important in many problems in probability theory and mathematical physics [45], was also derived. For the probabilities of large deviations of the Bogolyubov measure in the \( L^p \)-norm, the following expressions were obtained in [29,32].

\[
P \left\{ \| \xi \|_p > u \right\} \equiv \mu_B \left\{ x : \int_0^\beta |x(t)|^p \, dt > u^p \right\} = d_1 u^{-1} \exp \left\{ -\frac{m \omega^2}{2} \frac{\beta^2}{\beta + p} u^2 \right\} (1 + o(1)),
\]

where \( 0 < p < p_0, \) \( p_0 = 2 + 4\pi^2(\beta \omega)^{-2}, \) \( p \neq 2 \) and

\[
d_1 = \frac{\sqrt{2} |p - 2|/\beta \omega}{\pi \sqrt{m} \sinh \frac{\beta \omega}{2} \sqrt{|p - 2|}}.
\]

For \( p = 2, \) the corresponding estimate is

\[
P \left\{ \| \xi \|_2 > u \right\} = \frac{2\sqrt{2} \sinh(\beta \omega/2)}{\beta \omega \sqrt{m}} e^{-m \omega^2 u^2/2} (1 + o(1)).
\]

An interesting feature of the Bogolyubov measure is the occurrence of a threshold value \( p_0. \) This circumstance is due to the Bose character of the systems under study. It is associated with the phenomenon of Bose condensation. For \( p = 4, 6, 8, 10 \) and at the same time \( p > p_0 \) we have

\[
P \left\{ \| \xi \|_p > u \right\} = d_2 \exp \left\{ -\frac{m \lambda_0 p}{2 \beta \omega^2} u^2 \right\} (1 + o(1)).
\]

Constants \( d_2 \) and \( \lambda_0 \) depend only on \( p \) and \( \beta \omega. \) Their specific values are listed in [32]. In the case of the \( L^p \) functional, that is, a supremum, the following estimates are valid:

\[
\mu_B \left\{ x : \sup_{t \in [0, \beta_0]} |x(t)| > u \right\} = 2 \beta_0 \sqrt{\frac{m}{\pi}} \left( \frac{\omega \tanh \frac{\beta \omega}{2}}{2} \right)^{3/2} u \exp \left\{ -m \omega \tanh \frac{\beta \omega}{2} u^2 \right\} (1 + o(1)),
\]

\[
\lim_{u \to \infty} \mu_B \left\{ x : \sup_{t \in [0, \beta_0]} |x(t)| > u \right\} = -m \omega \tanh \frac{\beta \omega}{2} u^2.
\]

where \( 0 < \beta_0 < \beta. \)

Another fundamental characteristic of random processes (used, e.g., to estimate the accuracy of approximations of random process and to calculate the metric entropy of different sets) is the asymptotic form of their small deviations in one norm or another. In the majority of cases, it is possible to find a rough (logarithmic) asymptotic expression for the probabilities of small deviations for Gaussian processes. Calculating the exact asymptotic form is a much more complicated problem, whose solution is known for only a few processes.
Pusev [27] evaluates the exact asymptotic form of the probabilities of small deviations for the Bogolyubov process itself and for some related processes with respect to the $L_2$-norm. In [30, 31] theorems on the exact asymptotic behaviour of small Bogolyubov balls in the $L_p$-norm for $2 \leq p \leq \infty$ were obtained.

The problem of small ball behaviour of a random process $X$ in the norm $\|\cdot\|$ is to describe the asymptotics as $\epsilon \to 0$ of the probability $P\{\|X\| \leq \epsilon\}$. An asymptotic relation of the type

$$P\{\|X\| \leq \epsilon\} \sim C\epsilon^\gamma \exp(-\epsilon^{-\alpha}), \epsilon \to 0$$

with some real constants $C, \gamma, d, \alpha$ is referred to as exact asymptotics. A less precise statement of the form

$$\log P\{\|X\| \leq \epsilon\} \sim -d\epsilon^{-\alpha}, \epsilon \to 0$$

is known as logarithmic asymptotics.

In [31] the following statement was proved. Let $p > 0$ be some fixed number. Then for $\epsilon \to 0$ there is an asymptotic formula

$$P\left\{\int_0^\beta |x(t)|^p dt \leq \epsilon^p\right\} = e\sqrt{2m \sinh(\beta\omega/2)} \exp\left(-\frac{\Lambda_p \beta(\beta + 2)/2p}{me^2}\right)(1 + o(1)), \epsilon \to 0$$

where

$$\Lambda_p = p^{2/p} \left(\frac{\kappa_0}{p + 2}\right)^{p+2/p}, \quad \sigma_p = \sqrt{\frac{p}{p + 2} \left(\frac{2\kappa_0}{p + 2}\right)^{p+2/p}}.$$ 

and $\kappa_0$ is a minimal eigenvalue of the self-adjoint Schrödinger operator $S : L^2(\mathbb{R}) \to L^2(\mathbb{R})$,

$$Sx(t) = -\frac{1}{2}x''(t) + |t|^p x(t).$$

In the particular case of $p = 1$ and $p = 2$, we get the following result.

$$P\left\{\int_0^\beta |x(t)| dt \leq \epsilon\right\} = 9e^{\sqrt{\frac{2m \sinh(\beta\omega/2)}{2\pi} \left(\frac{\alpha}{\beta}\right)^{3/2}}} \exp\left(-\frac{2(\alpha/\beta)^3}{2Tmc^2}\right)(1 + o(1)), \epsilon \to 0. \quad (40)$$

$$P\left\{\int_0^\beta x^2(t) dt \leq \epsilon^2\right\} = 4e^{\sqrt{\frac{2m \sinh(\beta\omega/2)}{2\pi} \frac{\beta^2}{\beta}}} \exp\left(-\frac{\beta^2}{8mec^2}\right)(1 + o(1)). \quad (41)$$

In (40) $\alpha_1' \approx 1.0188$ is the first zero of the derivative of the Airy function $Ai'(x)$. The relation (41) was first obtained in [27], where the author suggested that $m = \beta = 1$.

We now turn to estimates of functional integrals. Formulas for the exact asymptotics of functional integrals with respect to the Bogolyubov measure were obtained in [28, 29, 33]. Functional integrals of two types were considered

$$I_1 = \int \left(\int_0^\beta |x(t)|^p dt\right)^u \mu_B(x),$$

$$I_2 = \exp\left[u \left(\int_0^\beta |x(t)|^p dt\right)^{\alpha/p}\right] \mu_B(x),$$

where $0 < \alpha < 2$ and $p > 0$. For integrals of the first type, we have

$$I_1 = c_1 \beta u^{u/p^2} e^{-\beta u}(1 + o(1)),$$

where

$$c_1 = \sqrt{2\frac{|p - 2| \sinh(\beta\omega)}{\sinh(\beta\omega \sqrt{|p - 2|})}}.$$ 

and $0 < p < p_0, \ p \neq 2$. For $p = 2$, the corresponding estimate is

$$I_1 = 2\sqrt{2} \sinh(\beta\omega \sqrt{2}) \left(\frac{2u}{mc\omega^2}\right)^u (1 + o(1)).$$

For $p = 4, 6, 8, 10$ and at the same time $p > p_0$ we have

$$I_1 = c_2 \beta u^{u/p^2} e^{-\beta u(1 + \ln \lambda_0)/2}(1 + o(1)).$$

Constant $c_2$ depends on $p$ and $\beta\omega$. Its specific value is given in [33].

For integrals of the second type, we have

$$I_2 = d_0 \exp\left[q_0 u^{1/\alpha}\right] (1 + o(1)),$$

where $0 < p < p_0, p \neq 2$ and

$$d_0 = 2\sqrt{2\frac{|p - 2| \sinh(\beta\omega \sqrt{|p - 2|})}{\sqrt{2 - \alpha} \sinh(\beta\omega \sqrt{|p - 2|})}},$$

$$q_0 = \frac{2 - \alpha}{2} \left(\frac{\alpha}{mc\omega^2}\beta(2 - p)/p\right)^{\alpha/(2 - \alpha)}.$$ 

For $p = 2$ we have

$$I_2 = \exp\left[2 - \alpha \left(\frac{\alpha}{mc\omega^2}\right)\frac{\pi}{2} u^{1/\alpha}\right] 4 \sinh(\beta\omega \sqrt{2 - \alpha})(1 + o(1)).$$

For $p = 4, 6, 8, 10$ and at the same time $p > p_0$ the following asymptotic formula holds:

$$I_2 = K_1 \exp\left(q_1 u^{1/\alpha}\right) u^{1/\alpha}(1 + o(1)).$$

Specific values of constants $K_1$ and $q_1$ are listed in [33].
5 Applications for Quantum Statistical Mechanics

Consider a system with a Hamiltonian \( \hat{H} = \hat{\Gamma} + \hat{V} \), where \( \hat{V} = V(\hat{q}) \) is an interaction, and consider a one-parameter family of Hamiltonians

\[
\hat{H}(\hbar) = \hat{\Gamma}(\hbar) + \hat{V}(\hbar), \quad \hbar \in \mathbb{R},
\]

\[
\hat{\Gamma}(\hbar) = \frac{\hbar^2}{2m} + \frac{\hbar \omega^2}{2} (\hbar - q)^2.
\]

The partition function \( Z(\hbar) = \text{Tr} \, e^{-\beta \hat{H}(\hbar)} \) of the system takes the following form after the canonical transformation \( \hat{q} - \hbar \rightarrow \hat{q} \):

\[
Z(\hbar) = \text{Tr} \, e^{-\beta [\hat{\Gamma} + V(\hat{q} + h)]}.
\]

We will assume that the interaction potential is non-negative and symmetric, i.e., \( V(x) \geq 0 \) and \( V(x) = V(-x) \). Using the operator of chronological ordering, we can write [17]

\[
e^{-\beta (\hat{\Gamma} + \hat{V})} = e^{-\beta \hat{\Gamma}} T \exp \left( - \int_0^\beta ds \, e^{s\hat{\Gamma}} \hat{V} e^{-s\hat{\Gamma}} \right).
\]

Then,

\[
R(h) = \frac{\text{Tr} \, e^{-\beta \hat{H}(\hbar)}}{\text{Tr} \, e^{-\beta \hat{\Gamma}}} \left\{ T \exp \left[ - \int_0^\beta ds \, V(\hat{Q}(s) + h) \right] \right\} \hat{\Gamma}.
\]

Expressing relation (42) via the Bogolyubov functional integral, we obtain

\[
R(h) = \int_X \exp \left[ - \int_0^\beta ds \, V(x(s) + h) \right] d\mu_B(x).
\]

Now, we apply the theorem on the linear change of variables in the integral with respect to a Gaussian measure [46]. For an integrable functional \( F(x) \) and a function \( a \in H \), this theorem yields

\[
\int_X F(x + a) \, d\mu_B(x) = e^{-\|a\|^2/2} \int_X F(x + a) e^{-\langle a, x \rangle} \, d\mu(x).
\]

let us apply formula (43) in the case of the Bogolyubov measure and constant functions \( a \), which in this case belong to \( H \). Then,

\[
\int_X F(x + a) \, d\mu_B(x)
= e^{-\beta \omega^2 a^2/2} \int_X F(x) \exp \left\{ \alpha \omega \int_0^\beta x(t) \, dt \right\} d\mu_B(x).
\]

Using this relation, we can rewrite the function \( R(h) \) as

\[
R(h) = e^{-\beta \omega^2 h^2/2} \int_X \exp \left[ - \int_0^\beta V(x(t)) \, dt \right] \times \exp \left\{ \alpha \omega \int_0^\beta x(t) \, dt \right\} d\mu_B(x).
\]

Now, consider the Fourier–Gauss transform of the functional \( f(x) \),

\[
\hat{f}(y) = \int_X f(x + iy) \, d\mu_B(x),
\]

and the Parseval equality

\[
\int_X f \left( \frac{x}{\sqrt{2}} \right) g^* \left( \frac{x}{\sqrt{2}} \right) \, d\mu_B(x)
= \int_X F \left( \frac{y}{\sqrt{2}} \right) F^* \left( \frac{y}{\sqrt{2}} \right) \, d\mu_B(y)
\]

in the case of the functionals

\[
f(x) = F(x) \equiv \exp \left\{ - \int_0^\beta dt \, V(x(t)) \right\}
\]

and

\[
g(x) = \exp \left\{ \alpha \omega \int_0^\beta x(t) \, dt \right\}.
\]

Relation (44) takes the form

\[
\exp \left\{ -\beta \alpha \omega \beta \right\} \int_X F \left( \frac{x}{\sqrt{2}} \right) \exp \left[ \hbar \omega \int_0^\beta x(t) \, dt \right] d\mu_B(x)
= \int_X \hat{F} \left( \frac{y}{\sqrt{2}} \right) \exp \left[ i \hbar \omega \int_0^\beta y(t) \, dt \right] d\mu_B(y),
\]

which implies that if the inequality

\[
\hat{F}(y) \geq 0
\]

holds for any \( y \), then

\[
R(h) = \hat{F}(-ih) \leq R(0) = \hat{F}(0).
\]

Condition (45) is proved as follows. For symmetric potentials, we have

\[
\hat{F}(y) = e^{(y,y)/2} \int_X \exp \left\{ - \int_0^\beta V(x(t) + i(x, y)) \right\} d\mu_B(x)
= e^{(y,y)/2} \int_X \exp \left\{ - \int_0^\beta V(x(t) - i(x, y)) \right\} d\mu_B(x)
= \hat{F}^*(y);
\]

i.e., in this case, the Fourier–Gauss transform is real. We prove that it is non-negative. Taking into account that

\[
e^{(y,y)/2} \int_X e^{i(x, y)} d\mu_B(x) = 1,
\]

and applying the Jensen inequality, we obtain

\[
\hat{F}(y) \geq \exp \left\{ -e^{(y,y)/2} \int_X d\mu_B(x) e^{i(x, y)} \int_0^\beta V(x(t)) \, dt \right\} \geq 0,
\]
which precisely completes the proof of inequality (45). Condition (46) implies, in particular, that
\[ \langle \hat{q}, \hat{q} \rangle_\tilde{H} \leq \frac{1}{\beta m \omega^2}, \]
where the Bogolyubov inner product of arbitrary operators \( \hat{A} \) and \( \hat{B} \) is defined as
\[ \langle \hat{A}, \hat{B} \rangle_\tilde{H} = \langle \hat{B}, \hat{A} \rangle_\tilde{H} = \frac{1}{\beta} \text{Tr} e^{-\beta \hat{H}} \int_0^\beta ds \text{Tr} [e^{-s\hat{H}} \hat{A} e^{-(\beta-s)\hat{H}} \hat{B}]. \]

If we pass from the operators \( \hat{q} \) and \( \hat{p} \) to operators \( \hat{b} \) and \( \hat{b}^\dagger \) by the relations
\[ \hat{q} = \frac{1}{\sqrt{2m\omega}} (\hat{b} + \hat{b}^\dagger), \quad \hat{p} = i \sqrt{\frac{m\omega}{2}} (\hat{b}^\dagger - \hat{b}) \]
and take into account the selection rules for equilibrium averages with respect to a quadratic Hamiltonian, we can rewrite inequality (47) as
\[ \langle \hat{b}^\dagger, \hat{b} \rangle_\tilde{H} \leq (\beta \omega)^{-1}. \]

Relation (48) can be used to derive an inequality for the Gibbs equilibrium average \( \langle \hat{q}^2 \rangle_\tilde{H} \). To this end, we should apply the Falk–Bruch inequality [47]. Let
\[ g = \langle \hat{q}^2 \rangle_\tilde{H}, \quad b = \langle \hat{q}, \hat{q} \rangle_\tilde{H}, \quad c = \langle [\hat{q}, [\beta \hat{H}, \hat{q}]] \rangle_\tilde{H}. \]
Suppose that the upper estimates \( b \leq b_0 \) and \( c \leq c_0 \) hold. Then,
\[ g \leq g_0 \equiv \frac{1}{2} \sqrt{c_0 b_0} \coth \sqrt{\frac{c_0}{4b_0}}. \]
In our case, \( b_0 = (\beta m \omega^2)^{-1}, \) \( c_0 = \beta/m, \) and the above inequality yields
\[ \langle \hat{q}^2 \rangle_\tilde{H} \leq \frac{1}{2m \omega} \coth \frac{\beta \omega}{2} = \langle \hat{q}^2 \rangle_\Gamma. \]

Condition (46) is an example of the so-called Gaussian domination condition [48], and condition (47), which follows from (46), is an example of the so-called local Gaussian domination condition [49], which plays an important role in the theory of phase transitions. An estimate of type (49) was earlier obtained in [50] in a less general case of the one-dimensional non-linear oscillator. Recently, the Gaussian domination was proved for a weakly interacting Bose gas on a cubic lattice [51].

6 Conclusion

In this paper we have provided an introductory description of the properties of integration with respect to a special Gaussian measure (the Bogolyubov measure) that arises in the statistical equilibrium theory of quantum systems. As an important application of the general formalism, we have proved the Gaussian domination condition for the non-linear oscillators. From our point of view Bogolyubov’s functional integral especially convenient at the decision of the various problems of equilibrium quantum statistical mechanics.
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