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Abstract Sufficient conditions for the existence of solutions for a weakly linear perturbed boundary value problem are obtained in the so called resonance (critical) case. Iterative process for finding solutions has been presented. Necessary and sufficient conditions of the existence of solutions, bounded solutions, generalized solutions and quasi solutions are obtained.
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1 Introduction

Methods of perturbation theory, whose foundations were laid by Poincare and Lyapunov, are a powerful tool in applied mathematics, mechanics and permit one to obtain approximate analytical representations of solutions of rather complicated boundary value problems. Most of these methods arose when solving specific problems of mechanics, celestial mechanics, and physics [1]-[8]. Numerous examples of various problems that can be studied by operator methods of perturbation theory can be found in the monograph [6]. The present paper uses the theory of generalized inverse and Moore-Penrose pseudo-inverse operators [9] – [13] to construct perturbation theory for the Lyapunov type equation [14], [15] in resonance cases [16]. We investigate bifurcation conditions of solutions of boundary value problems in the Hilbert space when considering problem has the set of solutions not for any right hand side of the equation.

We use the modification of the well-known Vishik-Lyusternik [17] method on the case of operator differential boundary value problems.

Statement of the problem. Consider boundary value problem

\[ \frac{dX(t, \varepsilon)}{dt} = [A, X(t, \varepsilon)] + \Phi(t) + \varepsilon D(t)X(t, \varepsilon), t \in J \]  

\[ lX(\cdot, \varepsilon) = \alpha. \]  

Here \( X(t, \varepsilon) \) is an unknown operator-valued function from the space \( C^1(J, \mathcal{L}(H)) \).

\[ C^1(J, \mathcal{L}(H)) := \{ X : J \rightarrow \mathcal{L}(H), ||X|| = \sup_{t \in J} \max_{\varepsilon \in J} \{ ||X(t)||, ||\frac{dX(t)}{dt}|| \} < \infty \} \]

is the space of continuously differentiable operator-valued functions (or another function spaces), \( J \subset \mathbb{R}; A \in \mathcal{L}(H) \) is a linear and bounded operator

\[ [A, X(t)] = AX(t) - X(t)A, \]

\[ D(t, \Phi(t)) \in C(J, \mathcal{L}(H)) \]

are given strongly-continuous operator-valued functions; \( l : C^1(J, \mathcal{L}(H)) \rightarrow H_1 \) is linear and bounded operator which translates solutions of (1) into the Hilbert space \( H_1 \). At first we seek the solution of boundary value problem (1, 2) which for \( \varepsilon = 0 \) turns in one of the solutions of generating problem (3, 4)

\[ \frac{dX(t)}{dt} = [A, X(t)] + \Phi(t), \]  

\[ lX(\cdot, \varepsilon) = \alpha. \]

We find solution \( X(t, \varepsilon) \in C^1(J; \mathcal{L}(H)) \times C(0, \varepsilon_0] \) for a fixed \( \varepsilon_0 > 0 \) (\( J \subset [a; b] \)).

2 Unperturbed equation

1) Consider the case when generating problem has solutions [18], [19]. We find the solution of boundary value problem (1), (2) in the form of a series

\[ X(t, \varepsilon) = \sum_{i=0}^{+\infty} \varepsilon^i X_i(t). \]
Equating coefficients under corresponding powers of \( \varepsilon \) for \( \varepsilon^0 \) we obtain the following boundary value problem

\[
\frac{dX_0(t)}{dt} = [A, X_0(t)] + \Phi(t),
\]

\[
lX_0(\cdot) = \alpha.
\]

Solutions of the equation (5) have the following form:

\[
X_0(t, M) = e^{tA}Me^{-tA} + \int_0^t e^{(t-\tau)A}\Phi(\tau)e^{(t-\tau)A}d\tau,
\]

for every operator \( M \in \mathcal{L}(H) \). Really

\[
\frac{dX_0(t, M)}{dt} = Ae^{tA}Me^{-tA} - e^{tA}Me^{-tA}A + \Phi(t) +
\]

\[
+ A \int_0^t e^{(t-\tau)A}\Phi(\tau)e^{(t-\tau)A}d\tau -
\]

\[
- \int_0^t e^{(t-\tau)A}\Phi(\tau)e^{(t-\tau)A}d\tau A =
\]

\[
= AX_0(t, M) - X_0(t, M)A + \Phi(t).
\]

Substituting in the boundary condition (6) we obtain the following system of differential equations

\[
M = Q^-g_0 + P_{N(Q)}M_0, M_0 \in \mathcal{L}(H),
\]

where \( P_{N(Q)} \) is the projection onto the kernel of \( Q \).

1. Classical solutions. If the operator \( Q \) is normally solvable, i.e., has closed range \( (R(Q) = R(Q^*)^\perp) \), then it is well known [11] that \( g \in R(Q) \) if and only if \( P_{N(Q^*)}g_0 = 0 \), where \( P_{N(Q^*)} \) is the projection onto the cokernel of \( Q \) [11]. In this case, there exists a generalized inverse \( Q^- \) [11] and the solution set of equation (8) can be represented in the form

\[
M = Q^-g_0 + P_{N(Q)}M_0, M_0 \in \mathcal{L}(H),
\]

where \( P_{N(Q)} \) is the projection onto the kernel of \( Q \).

2. Strong generalized solutions. Now assume that the range of \( Q \) is not closed, \( R(Q) \neq R(Q) \). Let us show that \( Q \) admits a normally solvable extension \( \tilde{Q}, R(\tilde{Q}) = R(Q) \). Since the operator \( Q \) is linear and bounded, we have the following direct sum decomposition of the space \( H_1 \):

\[
H_1 = \overline{R(\tilde{Q})} \oplus Y,
\]

where \( Y = \overline{R(\tilde{Q})}^\perp \). Suppose that

\[
\mathcal{L}(H) = N(\tilde{Q}) \oplus X.
\]

By virtue of these decompositions, there exist projections \( P_{N(\tilde{Q})}, P_X \), orthogonal projections \( P_{R(\tilde{Q})} \), and \( P_Y \) onto the respective subspaces. Let \( H_2 = \mathcal{L}(H)/N(\tilde{Q}) \) be the quotient space of \( \mathcal{L}(H) \) by the kernel \( N(\tilde{Q}) \). It is well known [13], [20] that there exists a continuous bijection \( p : X \to H_2 \) and a projection \( j : \mathcal{L}(H) \to H_2 \). The triple \( (\mathcal{L}(H), H_2, j) \) is a locally trivial bundle with fiber \( P_{N(\tilde{Q})}\mathcal{L}(H) \). Consider the operator

\[
Q = P_{R(\tilde{Q})}Qj^{-1}p : X \to R(Q) \subset \overline{R(\tilde{Q})},
\]

One can readily verify that it is linear, injective, and continuous. Now we use completion [21] with respect to the norm \( ||x||_X = ||Qx||_F \), where \( F = R(Q) \), and obtain a new space \( \overline{X} \) and an extended operator \( \overline{Q} \). Then

\[
\overline{Q} : X \to \overline{R(\tilde{Q})}, \quad X \subset \overline{X},
\]

and the operator thus constructed is a homeomorphism between \( \overline{X} \) and \( \overline{R(\tilde{Q})} \). Consider the extended operator \( \overline{Q} : \overline{\mathcal{L}(H)} \to H_1 \):

\[
\overline{\mathcal{L}(H)} = N(\tilde{Q}) \oplus \overline{X}, \quad H_1 = \overline{R(\tilde{Q})} \oplus Y.
\]

Obviously, \( \overline{Q}M = QM, M \in \mathcal{L}(H) \), and the operator \( \overline{Q} \) is normally solvable \( (R(\overline{Q}) = R(\overline{Q})) \) and hence generalized-invertible with generalized-inverse \( \overline{Q}^- \), which will be called the strong generalized-inverse of \( Q \) [13], [20].

Now we use the operator \( \overline{Q}^- \) to establish the generalized solvability of equation (8). The criterion for the generalized solvability of equation (8) has the form

\[
P_Yg_0 = 0,
\]

and any element of the set \( \{ \overline{Q}^-g_0 + P_{N(\overline{Q})}M_0 : M_0 \in \mathcal{L}(H) \} \) will be called the corresponding strong generalized solution of equation (8).

**Remark 1.** i. Note that \( P_{N(\overline{Q})} = P_{N(Q)} \) and the set\( \{ \overline{Q}^-g_0 + P_{N(\overline{Q})}M_0 : M_0 \in \mathcal{L}(H) \} \) consists of usual solutions of the equation \( \overline{Q}M = g_0 \); hence the element \( g_0 \) belongs
to the range of the operator \( \overline{Q} \). If \( g_0 \in R(Q) \), then the strong generalized solution defined above is a classical solution.

ii. If we consider equality \( QM = g_0 \) at every point \( x \in H \) then for the representation of solutions we can use the Moore-Penrose pseudoinvertible operator \( Q^+ \) or \( \overline{Q}^+ \).

3. Generalized quasi-solutions. Now consider the case in which \( g_0 \notin R(Q) \), or, equivalently, the element \( g_0 \) satisfies the condition \( P_Y g_0 \neq 0 \). Then there exist no strong generalized solutions, but there exist elements of \( X \) that are solutions of the variational problem \( \inf_{\|Q \Phi - \bar{g}\|_{\mathcal{L}(X)}} \{ \Phi \} \), where \( Q = \overline{Q} X \) and the infimum is taken over all \( M_0 \in X \). The set of these elements has the form \( \{ Q^+ g_0 + P_{N(Q)} M_0 : M_0 \in \mathcal{L}(H) \} \). We call them generalized quasi-solutions by analogy with the usual quasi-solutions [11]. Thus, the following theorem holds.

**Theorem 1.** Boundary value problem (5), (6), in Hilbert spaces has:

1. Strong generalized solutions if and only if
   \[
   \mathcal{P}_Y \{ \alpha - \int_0^T e^{(t-\tau)^A} \Phi(\tau) e^{(\tau-t)^A} d\tau \} = 0; \quad (9)
   \]

2. Generalized quasi-solutions if and only if
   \[
   \mathcal{P}_Y \{ \alpha - \int_0^T e^{(t-\tau)^A} \Phi(\tau) e^{(\tau-t)^A} d\tau \} \neq 0; \quad (10)
   \]

3. Under condition (9) or (10), the strong generalized solutions, classical solutions, and quasi-solutions of the boundary value problem (5), (6) have the form
   \[
   X_0(t, M_0) = e^{tA} P_{N(Q)} M_0 e^{-tA} + e^{tA} \overline{Q} - \alpha e^{-tA} + \{ G(\Phi) \}(t),
   \]
   where
   \[
   \left\{ G(\Phi) \right\}(t) = \int_0^t e^{(t-\tau)^A} \Phi(\tau) e^{(\tau-t)^A} d\tau - \alpha \int_0^t e^{(t-\tau)^A} \Phi(\tau) e^{(\tau-t)^A} d\tau
   \]
   is the generalized Green operator of the boundary value problem (5), (6) and \( M_0 \) is an arbitrary operator of \( \mathcal{L}(H) \).

**Remark 2.** If the range of \( Q \) is closed, i.e., the operator \( Q \) is normally solvable, then condition (9) guarantees the existence of classical solutions. In this case, it is equivalent to the condition
   \[
   \alpha - \int_0^T e^{(t-\tau)^A} \Phi(t) e^{(\tau-t)^A} d\tau \in R(Q).
   \]

**Remark 3.** If the operator \( A \) and operator-valued function \( X(t, \varepsilon) \) commute \( [A, X(t, \varepsilon)] = 0 \) then we obtain the following boundary value problem
   \[
   X'(t, \varepsilon) = \Phi(t) + \varepsilon D(t) X(t, \varepsilon), \quad (12)
   \]
   \[
   lX(\cdot, \varepsilon) = \alpha. \quad (13)
   \]
   Generating boundary value problem has the following form
   \[
   X'(t, \varepsilon) = \Phi(t), \quad (14)
   \]
   \[
   lX(\cdot, \varepsilon) = \alpha. \quad (15)
   \]

Due to the theorem 1 we obtain the following corollary. (In this case \( Q = l \).)

**Corollary.** Boundary value problem (14), (15), in Hilbert spaces has:

1. Strong generalized solutions if and only if
   \[
   \mathcal{P}_Y \{ \alpha - \int_0^T \Phi(\tau) d\tau \} = 0; \quad (16)
   \]

2. Generalized quasi-solutions if and only if
   \[
   \mathcal{P}_Y \{ \alpha - \int_0^T \Phi(\tau) d\tau \} \neq 0; \quad (17)
   \]

3. Under condition (16) or (17), the strong generalized solutions, classical solutions, and quasi-solutions of the boundary value problem (14), (15) have the form
   \[
   X_0(t, \varepsilon) = P_{N(Q)} C + \overline{Q}^{-1} \{ \alpha - \int_0^T \Phi(\tau) d\tau \} + \int_0^t \Phi(\tau) d\tau, \quad C \in \mathcal{L}(H).
   \]

We can see that in the case when \( [A, X(t, \varepsilon)] = 0 \) we don’t get a trivial situation.

### 3 Bifurcation condition

Assume that the boundary value problem (3), (4) ((5), (6)) has classical solutions; i.e., condition (9) is satisfied. Let us find conditions on the operators \( D(t) \) and \( l \) under which the perturbed boundary value problem (1), (2) has classical solutions. Let us show that this problem can be solved with the use of the operator
   \[
   B_0 M = \mathcal{P}_Y \int_0^T e^{(t-\tau)^A} D(\tau) e^{\tau A} P_{N(Q)} M e^{-\tau A} e^{(\tau-t)^A} d\tau
   \]
   \[
   (19)
   \]
   As we say earlier, following [22], we seek solutions of the boundary value problem (1), (2) in the form of the series
   \[
   X(t, \varepsilon) = \sum_{i=0}^{+\infty} \varepsilon^i X_i(t)
   \]
   \[
   (20)
   \]
   in powers of the small parameter \( \varepsilon \). Operator \( M_0 \in \mathcal{L}(H) \) will be determined at the next stage of the iterative process. The coefficient \( X_1(t) \) of \( \varepsilon^3 \) is a solution of the boundary value problem
   \[
   \frac{dX_1(t)}{dt} = [A, X_1(t)] + D(t) X_0(t, M_0),
   \]
   \[
   lX_1(\cdot) = 0.
   \]
   \[
   (21)
   \]
   \[
   (22)
   \]
   In view of condition (9), the solvability criterion of problem (21), (22) acquires the form
   \[
   -\mathcal{P}_Y \int_0^T e^{(t-\tau)^A} D(\tau) X_0(\tau, M_0) e^{(\tau-t)^A} d\tau = 0,
   \]
   \[
   (23)
   \]
   whence we finally obtain the operator equation
   \[
   B_0 M_0 = -\mathcal{P}_Y \int_0^T e^{(t-\tau)^A} D(\tau) e^{\tau A} \overline{Q}^{-1} \alpha e^{-\tau} +
   \]
   \[
   (24)
   \]
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For simplicity suppose that the operator \( B_0 \) is generalized invertible and \( P_{N(B_0^*)}P_Y = 0 \), where \( P_{N(B_0^*)} \) is the projection onto the kernel of adjoint operator \( B_0^* \). Then equation (24) is solvable. The set of strong generalized solutions of equation (24) has the form

\[
M_0 = -B_0^{-1}P_Y[l \int_0^\tau e^{(-\tau)}D(\tau) \{ e^{\tau}Q - ae^{-\tau}A \} + G[\Phi(\tau)]]e^{(\tau - \tau)A} \, d\tau + P_{N(B_0)}M_\rho,
\]

where \( M_\rho \in \mathcal{L}(H) \) is arbitrary, \( P_{N(B_0)} \) is a projection onto the kernel of operator \( B_0 \). For convenience, we rewrite this relation in the form

\[
M_0 = \overline{M}_0 + P_{N(B_0)}M_\rho,
\]

where

\[
\overline{M}_0 = -B_0^{-1}P_Y[l \int_0^\tau e^{(-\tau)}D(\tau) \{ e^{\tau}Q - ae^{-\tau}A \} + G[\Phi(\tau)]]e^{(\tau - \tau)A} \, d\tau.
\]

Then the solution set of the boundary value problem (5), (6) has the form

\[
X_0(t, M_\rho) = \overline{X}_0(t, \overline{M}_0) + \overline{Y}_0(t)[P_{N(B_0)}M_\rho], \quad M_\rho \in \mathcal{L}(H)
\]

\[
\overline{X}_0(t, \overline{M}_0) = e^{tA}P_{N(Q)}\overline{M}_0e^{-tA} + e^{tA}Q - e^{-tA}G[\Phi(t)],
\]

operator \( \overline{Y}_0 \) is defined by the rule

\[
\overline{Y}_0(t)[R] := e^{tA}P_{N(Q)}R_0 e^{-tA}.
\]

Now we use the linearity of the generalized Green operator to represent the solution set of the boundary value problem in the form

\[
X_1(t, M_\rho) = e^{tA}P_{N(Q)}M_1 e^{-tA} + \overline{G}[\overline{D}(\cdot)\overline{X}_0(\cdot, \overline{M}_\rho)](t),
\]

where the operator \( M_1 \) will be found at the next step of the iterative process. The coefficient \( X_2(t) \) of \( e^2 \) in the series (20) is a solution of the boundary value problem

\[
\frac{dX_2(t)}{dt} = [A, X_2(t)] + D(t)X_1(t, M_1),
\]

\[
lX_2(\cdot) = 0.
\]

The solvability condition (9) for the problem (26), (27) becomes

\[
-\mathcal{P}_Y l \int_0^\tau e^{(-\tau)A}D(\tau)X_1(\tau, M_1)e^{(\tau - \tau)A} \, d\tau = 0,
\]

or in the form of operator equation

\[
B_0M_1 = -\mathcal{P}_Y l \int_0^\tau e^{(-\tau)A}D(\tau)G[D(\cdot)\overline{X}_0(\cdot, \overline{M}_0)](\tau) \times e^{(\tau - \tau)A} \, d\tau
\]

\[
\times e^{(-\tau)A}D(\tau)G[D(\cdot)\overline{Y}_0(\cdot)[P_{N(B_0)}M_\rho]](\tau)e^{(\tau - \tau)A} \, d\tau.
\]

By virtue of solvability, we find the operator

\[
M_1 = \overline{M}_1 + \mathcal{P}_1[P_{N(B_0)}M_\rho],
\]

where

\[
\overline{M}_1 = -B_0^{-1}P_Y l \int_0^\tau e^{(-\tau)A}D(\tau)G[D(\cdot)\overline{X}_0(\cdot, \overline{M}_0)](\tau) \times e^{(-\tau)A}D(\tau)G[D(\cdot)\overline{Y}_0(\cdot)[P_{N(B_0)}M_\rho]](\tau) \times e^{(-\tau)A} \, d\tau.
\]

Then the set of solutions of boundary value problem (21), (22) has the form

\[
X_1(t, M_\rho) = \overline{X}_1(t, \overline{M}_1) + \overline{Y}_1(t)[P_{N(B_0)}M_\rho], \quad M_\rho \in \mathcal{L}(H)
\]

where

\[
\overline{X}_1(t, \overline{M}_1) = e^{tA}P_{N(Q)}\overline{M}_1 e^{-tA} + \overline{G}[\overline{D}(\cdot)\overline{X}_0(\cdot, \overline{M}_0)](t),
\]

\[
\overline{Y}_1(t)[R] := \overline{G}[\overline{D}(\cdot)\overline{Y}_0(\cdot)[P_{N(B_0)}M_\rho]](t) + e^{tA}P_{N(Q)}\mathcal{P}_1[R]e^{-tA}.
\]

Hence the solution set of the boundary value problem (26), (27) has the form

\[
X_2(t, M_2) = e^{tA}P_{N(Q)}M_2e^{-tA} + \overline{G}[\overline{D}(\cdot)\overline{X}_1(\cdot, \overline{M}_1)](t),
\]

or in the from

\[
X_2(t, M_2) = e^{tA}P_{N(Q)}M_2e^{-tA} + \overline{G}[\overline{D}(\cdot)\overline{X}_1(\cdot, \overline{M}_1)](t) + \overline{G}[\overline{D}(\cdot)\overline{Y}_1(\cdot)[P_{N(B_0)}M_\rho]](t).
\]

Arguing further by induction, one can readily show that if the condition on the product of projections is satisfied, then the problem of determining the coefficient \( X_i(t) \) of \( e^i \) in the series (20) is reduced to the solvability of the operator boundary value problem

\[
\frac{dX_i(t)}{dt} = [A, X_i(t)] + D(t)X_{i-1}(t, M_{i-1}),
\]

\[
lX_i(\cdot) = 0.
\]

The operator \( M_i \) is determined as follows:

\[
M_i = \overline{M}_i + \mathcal{P}_1[P_{N(B_0)}M_\rho],
\]
where
\[
\overline{M}_i = -B_0 \mathcal{P}_Y l \int_0^1 e^{(-\tau)A} D(\tau) \times \times G[D(\cdot)\overline{X}_{i-1}(\cdot, \overline{M}_{i-1})](\tau) e^{(\tau - \tau)A} d\tau,
\]
\[
\mathcal{P}_i [P_{N(B_0)} M_\rho] = P_{N(B_0)} M_\rho -
- B_0 \mathcal{P}_Y l \int_0^1 e^{(-\tau)A} D(\tau) \times \times G[D(\cdot)\overline{Y}_{i-1}(\cdot)|P_{N(B_0)} M_\rho](\tau) e^{(\tau - \tau)A} d\tau,
\]
and then the set of solutions of the boundary value problem (30), (31) can be represented in the form
\[
X_i(t, M_\rho) = \overline{X}_i(t, \overline{M}_i) + \overline{Y}_i(t)[P_{N(B_0)} M_\rho], \quad M_\rho \in \mathcal{L}(H)
\]
where
\[
\overline{X}_i(t, \overline{M}_i) = e^{tA} P_{N(Q)} \overline{M}_i e^{-tA} + (G[D(\cdot)\overline{X}_{i-1}(\cdot, \overline{M}_{i-1})])(t),
\]
\[
\overline{Y}_i(t)[R] := (G[D(\cdot)\overline{Y}_{i-1}(\cdot)[P_{N(B_0)} M_\rho]](t) + e^{tA} P_{N(Q)} \mathcal{P}_i [R] e^{-tA}.
\]
The convergence of the series (20) for given \( \varepsilon \) can be proved by the standard majorant method as in [22]. Thus, the following theorem holds.

**Theorem 2.** If the unperturbed operator boundary value problem (3), (4) has classical solutions, then, under the condition
\[
\mathcal{P}_N(B_0^*) \mathcal{P}_Y = 0,
\]
the operator boundary value problem (1), (2) has a \( \rho \)-parameter family of classical solutions in the form of the series
\[
X_i(t, \varepsilon, M_\rho) = \sum_{i=0}^{+\infty} \varepsilon^i [\overline{X}_i(t, \overline{M}_i) + \overline{Y}_i(t)[P_{N(B_0)} M_\rho]],
\]
for any \( M_\rho \in \mathcal{L}(H) \), which is absolutely convergent for sufficiently small given \( \varepsilon \in (0, \varepsilon_*] \); here
\[
X_0(t, M_\rho) = \overline{X}_0(t, \overline{M}_0) + \overline{Y}_0(t)[P_{N(B_0)} M_\rho], \quad M_\rho \in \mathcal{L}(H),
\]
\[
\overline{X}_0(t, \overline{M}_0) = e^{tA} P_{N(Q)} \overline{M}_0 e^{-tA} + e^{tA} \overline{Q}^{-1} e^{-tA} + G[\Phi](t),
\]
\[
\overline{Y}_0(t)[P_{N(B_0)} M_\rho] := e^{tA} P_{N(Q)} P_{N(B_0)} M_\rho e^{-tA},
\]
\[
\overline{X}_i(t, \overline{M}_i) = e^{tA} P_{N(Q)} \overline{M}_i e^{-tA} + (G[D(\cdot)\overline{X}_{i-1}(\cdot, \overline{M}_{i-1})])(t),
\]
\[
\overline{Y}_i(t)[P_{N(B_0)} M_\rho] := (G[D(\cdot)\overline{Y}_{i-1}(\cdot)[P_{N(B_0)} M_\rho]](t) + e^{tA} P_{N(Q)} \mathcal{P}_i [P_{N(B_0)} M_\rho] e^{-tA}, i = 1, 2, \ldots,
\]
\[
\mathcal{P}_i [P_{N(B_0)} M_\rho] = P_{N(B_0)} M_\rho -
- B_0 \mathcal{P}_Y l \int_0^1 e^{(-\tau)A} D(\tau) \times \times G[D(\cdot)\overline{Y}_{i-1}(\cdot)[P_{N(B_0)} M_\rho])(\tau) e^{(\tau - \tau)A} d\tau.
\]

### 4 Conclusions

1. Proposed in the article method works in the following case: assume that unperturbed boundary value problem (5), (6) does not have strong generalized (or classical solutions), i.e. condition (10) is satisfied. In this case we seek solutions of the boundary value problem (1), (2) in the form of part of the series
\[
X(t, \varepsilon) = \sum_{i=0}^{+\infty} \varepsilon^i X_i(t).
\]

2. Number of solutions of boundary value problem (1), (2) depends from the dimension of the subspace \( P_N(B_0^*) \mathcal{L}(H) \).

3. We can use the modification of theorem 1 and 2 for investigating the following boundary value problem
\[
\frac{dX(t, \varepsilon)}{dt} = [A(t), X(t, \varepsilon)] + \Phi(t) + \varepsilon D(t) X(t, \varepsilon), t \in J
\]
\[
lX(\cdot, \varepsilon) = \alpha,
\]
with nonstationary operator-valued function \( A(t) \) which can be unbounded in general case [23].

4. Proposed in the article method can be used for finding of bounded on the whole axis solutions. Namely, consider operator differential equation
\[
\frac{dX(t)}{dt} = [A(t), X(t)] + \Phi(t),
\]
where \( t \in R \), \( \Phi(t) \in BC(R, L(H)) \), \( BC(R, L(H)) \) is the Banach space of continuous and bounded on \( R \) operator-valued functions:
\[
BC(R, H) := \{ \Phi : R \to H, ||\Phi||_{L(H)} = \sup_{t \in R} ||\Phi(t)|| < \infty \};
\]
\[
A(t) \in L(H), t \in R;
\]
\[
||A|| = \sup_{t \in R} ||A(t)|| < \infty,
\]
and homogeneous equation
\[
\frac{dX(t)}{dt} = [A(t), X(t)].
\]

We say that evolution operator \( U(t) \) is defined on (35) if the following equality is hold:
\[
\frac{dU(t)}{dt} = [A(t), U(t)], U(0) = I.
\]

**Definition.** [15], [24]. Equation (35) admits an exponential dichotomy on the interval \( J \) if there exist a projector \( P(P^2 = P) \) and constants \( K \geq 1 \) and \( \alpha > 0 \) such that, for any \( t, s \in J \), the following estimates are true:
\[
||U(t) PU^{-1}(s)|| \leq K e^{-\alpha(t-s)}, t \geq s,
\]
\[
||U(t)(E-P) U^{-1}(s)|| \leq K e^{\alpha(t-s)}, s \geq t,
\]
where \( U(t) = U(t, 0) \) is the evolution operator of equation (35). As in [23] we can prove the following theorem.
Theorem 3. Suppose that the homogeneous equation (35) admits an exponential dichotomy on the semi-axis \( R_+ \), with projectors \( P \) and \( Q \) and constants \( K_1, \alpha_1 \) and \( K_2, \alpha_2 \), respectively. If the operator

\[
D = P - (E - Q) : \mathcal{L}(H) \to \mathcal{L}(H),
\]

which acts from the Banach space \( \mathcal{L}(H) \) into itself, is generalized invertible, then the following assertions are true:

(i) in order that solutions of equation (34) bounded on the entire real axis exist, it is necessary and sufficient that the operator-valued function \( \Phi(t) \in BC(R, \mathcal{L}(H)) \) satisfies the condition

\[
\int_{-\infty}^{+\infty} H(t)\Phi(t)dt = 0; \tag{37}
\]

(ii) under condition (37), solutions of the equation (34) bounded on the entire axis have the form

\[
X(t, M) = U(t)PP_N(D)M + (G[\Phi])(t), M \in \mathcal{L}(H), \tag{38}
\]

where

\[
(G[\Phi])(t) = U(t) \begin{cases}
\int_{t}^{+\infty} PU^{-1}(s)\Phi(s)ds - & \\
-\int_{t}^{+\infty} (E - P)U^{-1}(s)\Phi(s)ds + & \\
+PD^-\int_{0}^{+\infty} (E - P)U^{-1}(s)\Phi(s)ds + & \\
\int_{0}^{+\infty} QU^{-1}(s)\Phi(s)ds, t \geq 0, & \\
\int_{-\infty}^{t} QU^{-1}(s)\Phi(s)ds - & \\
-\int_{t}^{0} (E - Q)U^{-1}(s)\Phi(s)ds + & \\
(E - Q)D^-\int_{0}^{+\infty} (E - P)U^{-1}(s)\Phi(s)ds + & \\
\int_{0}^{+\infty} QU^{-1}(s)\Phi(s)ds, t \leq 0
\end{cases}
\]

is the generalized Green operator of the problem of solutions bounded on the entire axis \( R \) and possessing the following properties:

\[
(G[\Phi])(0 + 0) = (G[\Phi])(0 - 0) = -\int_{-\infty}^{+\infty} H(t)\Phi(t)dt = 0,
\]

\[
(LG[\Phi])(t) = \Phi(t), t \in R,
\]

\[
\frac{dx(t)}{dt} = [A(t), X(t)],
\]

where \( H(t) = P_N(D^+)QU^{-1}(t) - P_N(D^-)(I - P)U^{-1}(t) \), \( D^- \) is the generalized inverse of the operator \( D \), \( P_N(D^+) \) and \( P_N(D^-) \) are the projectors that project \( \mathcal{L}(H) \) onto the kernel \( N(D) \) and the cokernel \( N(D^*) \) of the operator \( D \), respectively.

Remark. Now we show convergence one of the infinite integrals:

\[
\|U(t)\int_{t}^{+\infty} (E - P)U^{-1}(s)\Phi(s)ds\| \leq
\]

\[
\leq \int_{t}^{+\infty} ||U(t)(E - P)U^{-1}(s)||ds \leq
\]

\[
\leq ||\Phi||_{\mathcal{L}(H)} \int_{t}^{+\infty} ||U(t)(E - P)U^{-1}(s)||ds
\]

\[
\leq ||\Phi||_{\mathcal{L}(H)} \int_{t}^{+\infty} K_1 e^{\alpha_1(t-s)}ds =
\]

\[
= ||\Phi||_{\mathcal{L}(H)} K_1 e^{\alpha_1t} e^{-\alpha_1s} =
\]

\[
= ||\Phi||_{\mathcal{L}(H)} \frac{K_1}{\alpha_1}.
\]
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