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Abstract In this paper, we consider a system of equations of mixed type and with changing time direction. It is proved that solution of the system is not stable depend from the variation of the data. Theorems of uniqueness and conditional stability proved. The approximate solution constructed and numerical results are given.
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1 Introduction

Consider the system of equations

\[
\begin{align*}
\left( \text{sign} x \frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial x^2} \right) v(x, t) &= 0, \\
\left( \text{sign} x \frac{\partial}{\partial t} + \frac{\partial}{\partial x} \right) u(x, t) &= v(x, t)
\end{align*}
\]

(1)

on the domain \( \Omega = \{ -1 < x < 1, x \neq 0, 0 < t < T \} \).

Problem. Find a solution \((u(x, t), v(x, t))\) of the system equations (1), satisfying the initial

\[
\begin{align*}
u(x, 0) &= f(x), \\
v(x, 0) &= g(x), \\
u_t(x, 0) &= h(x)
\end{align*}
\]

(2)

the boundary conditions

\[
\begin{align*}
u(-1, t) &= u(1, t) = 0, \\
v(-1, t) &= v(1, t) = 0
\end{align*}
\]

(3)

and the gluing conditions

\[
\begin{align*}
u(-0, t) &= u(+0, t), \\
u_x(-0, t) &= u_x(+0, t), \\
v(-0, t) &= v(+0, t), \\
v_x(-0, t) &= v_x(+0, t)
\end{align*}
\]

(4)

The investigate problem belongs to the class of ill-posed problems of mathematical physics. Correct problems for such equations considered by M. Gevrey, D. Pagani, G. Talenti, V. N. Vragov, V. K. Romanko, A.M. Nakhushev and others. See also works of N.V. Kislov, S. G. Pyatkov, A. I. Kozhanov, I.E. Egorov, A.A. Kerefov, I.S. Pulkin [1] and others.

The most important example of such type equations are mixed-type equation. A systematic study of them began with the work F.Tricomi and S. Gellerstedt. Shortly because of research S.A. Chaplygin and F.I. Frankl found out that mixed-type equations have important practical applications in the calculation of the flow of gas at around and supersonic speeds. Many important practical applications, such as jet aircraft and astronautics, rocketery, gas-dynamic lasers, caused an avalanche growth in boundary value problems of research for equations of mixed type, as a purely mathematic, and having applied nature.


In this paper we study the conditional correctness, prove the theorem on conditional stability and uniqueness of the solution of problem (1) - (4) and construct an approximate solution by the regularization method. We estimate norm of the difference between exact and regularized solutions.

Definition. By solution of the problem (1)-(4) we understand a pair of functions \((u, v)\) having respective continuous derivatives involved in the system of equations and satisfy the system of equations (1) and the conditions (2) - (4).

2 The main results

For further discussion, we need in the following lemmas:

Lemma 1[6]. Let \(v(x, t)\) satisfies the equation

\[
sign x v_{tt}(x, t) + v_{xx}(x, t) = 0
\]

and conditions \(v(-1, t) = v(1, t) = 0\), \(v(0, t) = v(0, t) = v_x(0, t) = v_x(0, t)\), then for \(v(x, t)\) for every

\[
0 < t < T \text{ the following estimate}
\]

\[
\|v(x, t)\|^2 \leq 2 \left( \|v(x, 0)\|^2 + p \right)^{1/2} \left( \|v(T, t)\|^2 + p \right)^{1/2} e^{2\alpha(T-t)},
\]

is true, where \(p = \frac{1}{2} \left( \|v_{xx}(x, 0)\|^2 + \|v_x(x, 0)\|^2 \right) \).

Definition of norm and Proof of Lemma 1 one can find in [6].
Lemma 2. Let \( u(x,t) \) satisfies the equation

\[
\text{sign } x \ u_t(x,t) + u_{xx}(x,t) = v(x,t)
\]

(5)

and conditions \( u(-1, t) = u(1, t) = 0 \), \( u(0, t) = \), \( u_x(-0, t) = u_x(+0, t) \), then for \( u(x,t) \) for every \( 0 < t < T \) the following estimate

\[
\|u(x,t)\|^2 \leq 2 \left( \|u(x,0)\|^2 + \int_0^T \|v(x,t)\|^2 dt \right) \times \\
\left( \|u(x,T)\|^2 + \int_0^T \|v(x,t)\|^2 dt \right) + \int_0^T \|v(x,t)\|^2 dt,
\]

is valid.

Proof. Solution of the equation (5) one can present as the sum

\[
u(x,t) = \tilde{u}(x,t) + \bar{u}(x,t),
\]

where \( \tilde{u}(x,t) \) solution of the homogeneous equation

\[
\text{sign } x \ \tilde{u}_t(x,t) + \tilde{u}_{xx}(x,t) = 0,
\]

\( \bar{u}(x,t) \)- a particular solution of the inhomogeneous equation

\[
\text{sign } x \ \bar{u}_t(x,t) + \bar{u}_{xx}(x,t) = v(x,t).
\]

Moreover functions \( \tilde{u}(x,t), \bar{u}(x,t) \) satisfy the boundary conditions

\[
\tilde{u}(-1, t) = \tilde{u}(1, t) = 0, \quad \bar{u}(-1, t) = \bar{u}(1, t) = 0,
\]

and gluing conditions

\[
\bar{u}(0, t) = u_x(-0, t) = u_x(+0, t), \quad \bar{u}(-0, t) = \bar{u}(0, t), \quad \bar{u}(-0, t) = \bar{u}(+0, t).
\]

According to the results of [5, 6] solutions \( \tilde{u}(x,t) \) and \( \bar{u}(x,t) \) can be presented in the form

\[
\tilde{u}(x,t) = \sum_{k=1}^{\infty} \tilde{u}_k^+(t) X_k^+(x) + \sum_{k=1}^{\infty} \tilde{u}_k^-(t) X_k^-(x),
\]

\[
\bar{u}(x,t) = \sum_{k=1}^{\infty} \bar{u}_k^+(t) X_k^+(x) + \sum_{k=1}^{\infty} \bar{u}_k^-(t) X_k^-(x),
\]

and eigenvalues of the following problem:

\[
\begin{cases}
\text{sign } x X''(x) + \lambda X(x) = 0, \\
X(-1) = 0, \quad X(1) = 0, \\
X(-0) = X(0), \\
X'(0) = X'(0).
\end{cases}
\]

It is easy to note [3], that

\[
\bar{u}_k^+(t) = - \int_0^T e^{t - \tau} \bar{v}_k^+(\tau) d\tau,
\]

\[
\bar{u}_k^-(t) = \int_0^T e^{\tau - \tau} \bar{v}_k^-(\tau) d\tau,
\]

from here you can get

\[
\|\bar{u}(x,t)\|^2 = \sum_{k=1}^{\infty} \left( \|\bar{u}_k^+(t)\|^2 + \|\bar{u}_k^-(t)\|^2 \right) \leq \\
\int_0^T \|v(x,t)\|^2 dt.
\]

Next, using the logarithmic convexity of the functions \( \bar{u}_k^+(t) \) for each \( k = 1, 2, \ldots \), we have the following estimates

\[
\{ \bar{u}_k^+(t) \}_+^2 \leq \left( \{ \bar{u}_k^+(0) \}_+^2 \right) \frac{T-t}{T},
\]

\[
\{ \bar{u}_k^-(t) \}_-^2 \leq \left( \{ \bar{u}_k^-(0) \}_-^2 \right) \frac{T-t}{T},
\]

Summing over \( k, k = 1, 2, \ldots \) and using the Holder inequality for the sum we have

\[
\|\bar{u}(x,t)\|^2 \leq \sum_{k=1}^{\infty} \left( \|\bar{u}_k^+(t)\|^2 + \|\bar{u}_k^-(t)\|^2 \right) \leq \\
\int_0^T \|v(x,t)\|^2 dt.
\]

Taking into account (6) from this we obtain required inequality. The Lemma 2 proved.

Set of correctness \( M \) is defined as follows

\[
M = \left\{ (u,v) : \|u(x,T)\|^2 + \|v(x,T)\|^2 \leq m^2 \right\}.
\]

Theorem 1. Let the solution of the problem (1) - (4) exists and \( (u(x,t), v(x,t)) \in M \), then the solution of the problem is unique.

Proof. Let two pair of functions \( (u_1(x,t), v_1(x,t)), (u_2(x,t), v_2(x,t)) \) are solutions of problem (1) - (4). We denote \( u(x,t) = u_1(x,t) - u_2(x,t), v(x,t) = v_1(x,t) - v_2(x,t) \). Then pair of functions \( u(x,t), v(x,t) \) satisfies the system of equations (1) and the homogeneous conditions (2) - (4). From the result of Lemma 1 it is easy to see that \( \|v(x,t)\| = 0 \) then \( v(x,t) = 0 \), and on the base of Lemma 2, we get \( \|u(x,t)\| = 0 \), from here \( u(x,t) = 0 \) for any \( x(t) \in \Omega \). Then \( v(x,t) \equiv v_2(x,t), u_1(x,t) \equiv u_2(x,t) \), solution of problem (1) - (4) is unique. The theorem proved.

Theorem 2. Let the solution of the problem (1) - (4) exist, \( (u(x,t), v(x,t)) \in M \), \( \|f(x) - f_0(x)\| \leq \varepsilon, \)
From the initial conditions, we obtain the following:

\[ \|v(x, t)\|^2 \leq 2(2\varepsilon^2)^{\frac{T}{2}} (m^2 + \varepsilon^2) \varepsilon e^{2T(T-t)}, \]

\[ \|u(x, t)\|^2 \leq 2(\varepsilon^2 + \gamma(m, \varepsilon))^\frac{T}{2} (m^2 + \gamma(m, \varepsilon)) \varepsilon + \gamma(m, \varepsilon), \]

where \( \gamma(m, \varepsilon) = 2 \int_0^T (2\varepsilon^2)^{\frac{T}{2}} (m^2 + \varepsilon^2) \varepsilon e^{2(T-t)}\,dt. \)

**Proof.** On the base of the conditions of Theorem pair of functions \((u(x, t), v(x, t))\) satisfies the system of equations

\[
\left\{ \begin{array}{l}
\left( \frac{\partial}{\partial x} + \frac{\partial^2}{\partial x^2} \right) v(x, t) = 0, \\
\left( \frac{\partial}{\partial x} + \frac{\partial^2}{\partial x^2} \right) u(x, t) = v(x, t)
\end{array} \right.
\]

on domain \( \Omega = \{-1 < x < 1, x \neq 0, 0 < t < T\} \) and conditions: initial

\[
u(x, 0) = f(x) - f_c(x), \]

\[v(x, 0) = g(x) - g_c(x), \]

\[v_t(x, 0) = h(x) - h_c(x) \]

boundary

\[
u(-1, t) = u(1, t) = 0, \]

\[v(-1, t) = v(1, t) = 0 \]

and gluing conditions

\[
u(0, t) = u_c(0, t), \]

\[v(0, t) = v_c(0, t) \]

From the initial conditions, we obtain the following

\[ \|v(x, 0)\| = \|g(x) - g_c(x)\| \leq \varepsilon, \]

\[ \|u(x, 0)\| = \|f(x) - f_c(x)\| \leq \varepsilon, \]

\[ p = \frac{1}{2} \left( \|v(x, 0)\|^2 + \|v_t(x, 0)\|^2 \right) = \frac{1}{2} \left( \|g'(x) - g'_c(x)\|^2 + \|h(x) - h_c(x)\|^2 \right) \leq \varepsilon^2. \]

Since from (7)

\[ \|v(x, T)\| \leq m, \|u(x, T)\| \leq m, \]

then, according to Lemma 1

\[ \|v(x, t)\|^2 \leq 2(2\varepsilon^2)^{\frac{T}{2}} (m^2 + \varepsilon^2) \varepsilon e^{2T(T-t)}, \]

and from Lemma 2

\[ \|u(x, t)\|^2 \leq 2(\varepsilon^2 + \gamma(m, \varepsilon))^\frac{T}{2} (m^2 + \gamma(m, \varepsilon)) \varepsilon + \gamma(m, \varepsilon), \]

where \( \gamma(m, \varepsilon) = 2 \int_0^T (2\varepsilon^2)^{\frac{T}{2}} (m^2 + \varepsilon^2) \varepsilon e^{2(T-t)}\,dt. \)

**Remark.** The results of this work can easily be extended to equation that is more general.

### 3 Approximate solution

The approximate solution for accurate data defined as follows

\[ u^N(x, t) = \sum_{k=1}^{N} \left( f_{k^+} e^{\lambda_k^+ t} + \int_0^T e^{\lambda_k^+(t-\tau)} v_{k^+}^+(\tau)d\tau \right) v_{k^+}^+(x) + \sum_{k=1}^{N} \left( f_{k^-} e^{\lambda_k^- t} + \int_0^T e^{\lambda_k^-(t-\tau)} v_{k^-}^-(\tau)d\tau \right) X_{k^-}^-, \]

where

\[ f_{k^+} = \int_{-1}^{1} \text{sign} x f(x) X_{k^+}^+(x)\,dx, \]

\[ g_{k^+} = \int_{-1}^{1} \text{sign} x g(x) X_{k^+}^+(x)\,dx, \]

\[ h_{k^+} = \int_{-1}^{1} \text{sign} x h(x) X_{k^+}^+(x)\,dx, \]

\[ v_{k^+}^+(t) = \int_{-1}^{1} \text{sign} x v(x, t) X_{k^+}^+(x)\,dx, \]

\[ N - \text{integer parameter regularization.} \]

The approximate solution of the approximate data defined as follows

\[ u^N(x, t) = \sum_{k=1}^{N} \left( f_{k^+} e^{\lambda_k^+ t} + \int_0^T e^{\lambda_k^+(t-\tau)} v_{k^+}^+(\tau)d\tau \right) X_{k^+}^+ - \sum_{k=1}^{N} \left( f_{k^-} e^{\lambda_k^- t} + \int_0^T e^{\lambda_k^-(t-\tau)} v_{k^-}^-(\tau)d\tau \right) X_{k^-}^-, \]

where

\[ f_{k^+} = \int_{-1}^{1} \text{sign} x f_c(x) X_{k^+}^+\,dx, \]

\[ g_{k^+} = \int_{-1}^{1} \text{sign} x g_c(x) X_{k^+}^+\,dx, \]

\[ h_{k^+} = \int_{-1}^{1} \text{sign} x h_c(x) X_{k^+}^+\,dx, \]

\[ v_{k^+}^+(t) = \int_{-1}^{1} \text{sign} x v_c(x, t) X_{k^+}^+(x)\,dx, \]

\[ N - \text{integer parameter regularization.} \]

The approximate solution of the approximate data defined as follows

\[ u^N(x, t) = \sum_{k=1}^{N} \left( f_{k^+} e^{\lambda_k^+ t} + \int_0^T e^{\lambda_k^+(t-\tau)} v_{k^+}^+(\tau)d\tau \right) X_{k^+}^+ + \sum_{k=1}^{N} \left( g_{k^+} \cos \sqrt{\lambda_k^+ t} + \frac{h_{k^+}}{\sqrt{\lambda_k^+}} \sinh \sqrt{\lambda_k^+ t} \right) X_{k^+}^+ + \sum_{k=1}^{N} \left( g_{k^-} \cos \sqrt{-\lambda_k^- t} + \frac{h_{k^-}}{-\sqrt{-\lambda_k^-}} \sin \sqrt{-\lambda_k^- t} \right) X_{k^-}^-, \]

where

\[ f_{k^+} = \int_{-1}^{1} \text{sign} x f_c(x) X_{k^+}^+(x)\,dx, \]

\[ g_{k^+} = \int_{-1}^{1} \text{sign} x g_c(x) X_{k^+}^+(x)\,dx, \]

\[ h_{k^+} = \int_{-1}^{1} \text{sign} x h_c(x) X_{k^+}^+(x)\,dx, \]
Let \( \| f(x) - f_ε(x) \| \leq ε \), \( \| g(x) - g_ε(x) \| \leq ε \), \( h(x) - h_ε(x) \| \leq ε \), \( u(t, x), v(t, x) \) ∈ \( M \). Then we estimate the norm of the difference between exact and approximate solutions by the way

\[
\| u(t, x) - u^N(t, x) \| \leq \| u(t, x) - u^N(t, x) \| + \| u^N(t, x) - u^N(t, x) \|, \tag{12}
\]

\[
\| v(t, x) - v^N(t, x) \| \leq \| v(t, x) - v^N(t, x) \| + \| v^N(t, x) - v^N(t, x) \|. \tag{13}
\]

1. Let \( g(x) = 0 \). We estimate the second term on the right side of inequality (13) by way

\[
\| v^N(t, x) - v^N(t, x) \| \leq \sum_{k=1}^{N} \frac{1}{\lambda_k^2} (h_k^+ - h_k^-) \sinh^2 \frac{\sqrt{\lambda_k^2 t}}{\lambda_k} + \frac{1}{\lambda_k^2} (h_k^- - h_k^+) \sinh^2 \frac{\sqrt{\lambda_k^2 t}}{\lambda_k} \leq \sinh^2 \frac{\sqrt{\lambda_k^2 t}}{\lambda_k} t^2.
\]

It is not difficult to see

\[
\| v(t, x) - v^N(t, x) \| \leq \sum_{k=1}^{N} \frac{1}{\lambda_k^2} (h_k^+)^2 \sinh^2 \frac{\sqrt{\lambda_k^2 t}}{\lambda_k} + \sum_{k=N+1}^{\infty} \frac{1}{\lambda_k^2} (h_k^-)^2 \sinh^2 \frac{\sqrt{\lambda_k^2 t}}{\lambda_k}, \tag{14}
\]

From (7) follow \( \| v(t, x) \| \leq m \), then easy to see that

\[
\sum_{k=1}^{\infty} \frac{1}{\lambda_k^2} (h_k^+)^2 \sinh^2 \sqrt{\frac{\lambda_k^2 T}{\lambda_k^2}} \leq m^2. \tag{15}
\]

Right sides the array in (14) reaches his maximum under the condition (15), if

\[
h_k^+ = \begin{cases} 0, & k \neq N+1, \\ \frac{m \sqrt{\lambda_k}}{\sinh \sqrt{\lambda_k^2 T}}, & k = N+1 \end{cases},
\]

then

\[
\| v(t, x) - v^N(t, x) \| \leq \frac{m^2 \sinh^2 \sqrt{\lambda_{N+1}^2 t}}{\sinh^2 \sqrt{\lambda_{N+1}^2 T}} + \alpha(N), \tag{16}
\]

where \( \alpha(N) = \sum_{k=N+1}^{\infty} \{h_k^-\}^2 \), that \( \alpha(N) \to 0 \), by \( N \to \infty \), since the corresponding series for \( h(x) \) is convergent.

We now estimate the right side of inequality (12). Consider the second term

\[
\| u^N(t, x) - u^N(t, x) \| = \sum_{k=1}^{N} \left( \int_0^t e^{\lambda_k^2 (t-\tau)} (v_k^+ (\tau) - v_k^- (\tau)) d\tau \right)^2 + \sum_{k=1}^{N} \left( \int_0^t e^{\lambda_k^2 (t-\tau)} (v_k^- (\tau) - v_k^- (\tau)) d\tau \right)^2 \leq \frac{e^{\lambda_k^2 t}}{2 \lambda_k^2} \int_0^t \| v(t, x) - v^N(t, x) \| d\tau \leq \frac{e^{\lambda_k^2 t}}{4 \lambda_k^2} \int_0^t \sinh^2 \sqrt{\lambda_k^2 \tau} d\tau e^2.
\]

Now, from the definition of the norm

\[
\| u(t, x) - u^N(t, x) \| = \sum_{k=N+1}^{\infty} \left( \int_0^T e^{-\lambda_k^2 t} v_k^+ (\tau) d\tau \right)^2 + \sum_{k=N+1}^{T} e^{-\lambda_k^2 (T-\tau)} v_k^- (\tau) d\tau \leq \frac{e^{\lambda_k^2 t}}{2 \lambda_k^2} \int_0^t \| v(t, x) - v^N(t, x) \| d\tau \leq \sinh^2 \sqrt{\lambda_k^2} T e^2 + \alpha(N). \tag{17}
\]

Notice, that \( \| u(t, X) \| \leq m \) or

\[
\sum_{k=1}^{\infty} \left( \int_0^T e^{-\lambda_k^2 t} v_k^+ (\tau) d\tau \right)^2 e^{2\lambda_k^2 T} \leq m^2. \tag{18}
\]

We estimate (17) under the condition (18). It is easy to notice that its maximum value reaches under the condition

\[
f_{N+1}^+ = me^{-\lambda_{N+1}^2 t} - \frac{T}{2} e^{-\lambda_{N+1}^2 t} v_{N+1}^+ (\tau) d\tau, \quad f_k^- = -\frac{T}{2} e^{-\lambda_k^2 t} v_k^- (\tau) d\tau, \quad k \neq N + 1.
\]

Using this fact we estimate (17) under (16)

\[
\| u(t, x) - u^N(t, x) \| \leq 2m^2 e^{\lambda_{N+1}^2 (t-T)} + \sinh \sqrt{\lambda_{N+1}^2 T} + \alpha(N) T + \beta(N),
\]

where \( \beta(N) = \sum_{k=N+1}^{\infty} f_k^- \). Notice \( \beta(N) \to 0 \) at \( N \to \infty \).

At the final we get estimate

\[
\| u(t, x) - u^N(t, x) \| \leq 2m^2 e^{\lambda_{N+1}^2 (t-T)} + \sinh \sqrt{\lambda_{N+1}^2 T} + \alpha(N) T + \beta(N),
\]

\[
\| v(t, x) - v^N(t, x) \| \leq \frac{m^2 \sinh^2 \sqrt{\lambda_{N+1}^2 t}}{\sinh^2 \sqrt{\lambda_{N+1}^2 T}} + \frac{e^{2\lambda_k^2 t} \sinh^2 \sqrt{\lambda_k^2 T}}{8 \lambda_k^2} e^2 + \alpha(N).
\]

2. Now consider the case \( h(x) = 0 \). We have

\[
\| u(t, x) - u^N(t, x) \| \leq \sum_{k=1}^{N} (g_k^+ - g_k^-)^2 \cos^2 \lambda_k^2 t + \sum_{k=1}^{N} (g_k^- - g_k^-)^2 \cos^2 \sqrt{-\lambda_k^2} t \leq \cosh^2 \sqrt{\lambda_k^2 t} e^2.
\]
Using conditions \( \|v(x, T)\| \leq m \) similarly as the above we obtain
\[
\|v(x, t) - v^N(x, t)\|^2 \leq \frac{m^2 \cosh^2 \sqrt{\frac{\lambda_{N+1}^+}{\lambda_{N+1}^-}}} \cosh^2 \sqrt{\frac{\lambda_{N+1}^-}{\lambda_{N+1}^+}} + \gamma(N),
\]
where \( \gamma(N) = \sum_{k=N+1}^{\infty} \left\{ g_k \right\}^2 \). Now we get estimate for expression of (12) under the condition \((u(x, t), v(x, t)) \in M\).

Acting by similar way as above we have the following estimates
\[
\|u(x, t) - u^N(x, t)\|^2 \leq \frac{e^{2 \lambda_{N+1}^+ t}}{2 \lambda_1^+} \int_0^t \|v^N(x, t) - v^N_\varepsilon(x, t)\|^2 \, dt \leq \\
\frac{e^{2 \lambda_{N+1}^+ t}}{2 \lambda_1^+} \int_0^t \cosh^2 \sqrt{\frac{\lambda_{N+1}^-}{\lambda_{N+1}^+}} \, dt \varepsilon^2,
\]
\[
\|u(x, t) - u^N(x, t)\|^2 \leq 2m^2 e^{\lambda_{N+1}^- (t-T)} + 2m^2 \int_0^T \frac{\cosh^2 \sqrt{\frac{\lambda_{N+1}^+}{\lambda_{N+1}^-}}}{\cosh^2 \sqrt{\frac{\lambda_{N+1}^-}{\lambda_{N+1}^+}}} \, dt + \gamma(N)T + \beta(N).
\]
As result the estimate of the norm difference between of exact and approximate solutions will be given in this form
\[
\|u(x, t) - u^N_\varepsilon(x, t)\|^2 \leq 2m^2 e^{\lambda_{N+1}^- (t-T)} + \\
\left( \frac{1}{2} \frac{\sqrt{2 \lambda_1^-}}{\sqrt{\frac{\lambda_{N+1}^-}{\lambda_{N+1}^+}}} \cosh 2 \sqrt{\frac{\lambda_{N+1}^-}{\lambda_{N+1}^+}} t + t \right) \varepsilon^2 + \beta(N),
\]
\[
\|v(x, t) - v^N_\varepsilon(x, t)\|^2 \leq \frac{2m^2 \cosh^2 \sqrt{\frac{\lambda_{N+1}^+}{\lambda_{N+1}^-}}}{\cosh^2 \sqrt{\frac{\lambda_{N+1}^-}{\lambda_{N+1}^+}}} + \\
\cosh^2 \sqrt{\frac{\lambda_{N+1}^-}{\lambda_{N+1}^+}} \varepsilon^2 + \gamma(N).
\]

Minimizing right side we obtain formula for the regularization parameter, which we will use for numerical calculation.

4 Numerical calculations

For the numerical solution of the problem (1) - (4) we take the initial data in the form
\[
 f(x) = x^2 - 1, \quad g(x) = 0, \quad h(x) = \sin \pi x, \quad T = 0, 25,
\]
as well as the approximate data can be taken in the form
\[
 f(x) = (x^2 - 1)(1 + \varepsilon), \quad h(x) = \sin \pi x(1 + \varepsilon), \quad \varepsilon = 0, 0.001.
\]

The below graphs and tables of calculations show that the values of approximate solutions with exact data and the values of approximate solutions with approximate data are nearly close to each other.
5 Conclusions

Results of numerical experiments showed the effectiveness of the proposed approach. Choosing parameter regularization from the optimality of estimate of the norm of difference between exact and approximate solution give us possibility to stable calculation. We can see approximate calculation depends from the choosing of correctness set and parameter of regularization.
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