Reduced Order Model of Single Machine Infinite Bus Power System Using Stability Equation Method and Self-adaptive Bat Algorithm
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Abstract In this paper, a large order system is reduced by using the self adaptive bat algorithm (SABA) to a reduced-order approximation. The numerator coefficients of a desired reduced-order system are optimized based on integral square error minimization as an objective function pertaining to a unit-step as input. The denominator of the reduced order model is solved by stability equation method. The efficacy of the proposed method is tested with SMIB test systems to get a corresponding reduced-order system. The results are satisfactory in terms of minimum error with the proposed method as compared to Routh approximation and Stability equation based reduced models.

Keywords Model-order Reduction, Bat Algorithm, Self Adaptive Bat Algorithm (SABA), Stability Equation Method, Integral-square Error Minimization

1 Introduction

High-order system (HOS) is always costly and tedious. MOR is used for simplification of complicated problems in HOS. The selection of the model reduction technique is based on stability equation method as presented in [1]. The procedure of simplification is based on using mathematical approaches. Many methods to solve HOS for reduced order model (ROM) of the system are available in literature [2, 3]. The differentiation method for model order reduction (MOR) of the systems have been proposed in [4, 5, 6]. It follows the simple steps of differentiation of the numerator and denominator polynomials but suffers with steady state error in the response of MOR as compared to original system [7, 8]. The methods in literature are not following the stability criterion except the stability equation method [9, 10]. However, mixed method approach is prevalent to consider the stability effect in literature where in numerator and denominator are solved by using different/distinct method as in [11, 12, 13].

Recently, Desai and Prasad have proposed the implementation of order reduction on TMS320C54X processor using genetic algorithm [14]. It also included fourth order example and reduced to 2nd order model. Pati et al have proposed work on sub-optimal control using model order reduction [15]. Lodhwal and Jha, have proposed the performance comparison of different type of reduced order modeling methods [16, 17]. Model order reduction using stability equation method [18] and the continued fraction method [19] have been considered for deduction of MOR systems. Sambariya and Prasad have proposed stable reduced model of a Single Machine Infinite Bus (SMIB) Power System with Power System Stabilizer, which is a seventh order system and being reduced to 2nd order ROM [20, 21, 22, 23].

MOR is used in industrial applications. The selection of reduction technique is based on the closeness of the reduced order models response to higher order model response [24]. In literature, many authors have considered different methods to solve these problems. The Routh approximation method have been used in [25, 26]. Alsmadi et al have presented the application of Sylvester based model order reduction for a multi-input multi-output (MIMO) power system [27]. It is based on the preservation of stability by retaining dominant poles and minimization of steady-state error. The application of particle swarm optimization (PSO) is examined in [25] by minimizing integral of square error of the response of original and reduced system. The genetic algorithm (GA) have been considered to determine the free coefficients of numerator and denominator of discrete transfer function in [28]. Soloklo have presented the application of harmony search algorithm with multi-objective function for determining the lower order model of HO systems [29]. The application of Hermite polynomials with GA is presented for ROM of large systems in [30]. The stable reduced order modeling for linear time invariant systems is presented in [17, 22]. The application of cuckoo search is considered for deriving reduced order system of HOSs [31].

In this paper, the application of stability equation method is presented for driving reduced order model of the higher or-
nder linear time invariant systems. The statement of problem is presented in section 2. The stability equation method is described in section 3. The self-adaptive bat algorithm (SABA) is described in section 4. The system under consideration and the reduced order models are described in section 5. The results on subject of step input signal are discussed in this Section. Finally the paper is concluded in section 7 and followed by references.

2 Methodology for ROM

Consider a high order transfer function of a system represented as in Eqn. 1.

\[ G(s) = \frac{\sum_{i=0}^{n-1} b_i s^i}{\sum_{i=0}^{r-1} a_is^i} \] (1)

where, the \( G(s) \) represents a high order system with the order of \( n \). The purpose of paper is to reduce the order of such high order system to \( r \). The reduced order model may be represented as in Eqn. 2.

\[ R(s) = \frac{\sum_{j=0}^{m-1} d_j s^j}{\sum_{j=0}^{n-1} c_j s^j} \] (2)

where, \( a_i, b_i, c_j \) and \( d_j \) are the scalar constants of original high order system and the reduced order system. The objective is to find a reduced \( r^{th} \) order system model \( R(s) \) such that it retains the important properties of \( G(s) \) for the same types of inputs.

3 Stability equation method

In this technique, the transfer function of reduced orders are obtained directly from the pole zero patterns of the stability equations of the original transfer function of system [19, 20]. Thus order of the stability equations of transfer function can be reduced [31]. Assuming, a high order transfer function the system is as shown in Eqn. 3.

\[ G(s) = \frac{b_ms^m + b_{m-1}s^{m-1} + \ldots b_1 s + b_0 + b_o}{a_ns^n + a_{n-1}s^{n-1} + \ldots a_1 s + a_0} \] (3)

\[ G(s) = \frac{N(s)}{D(s)} \] (4)

The Eqn. 4 is the symbolic representation of Eqn. 3. The \( N(s) \) and \( D(s) \) are the numerator and the denominator of \( G(s) \), respectively. The order of \( D(s) \) is \( n \) and the order of \( N(s) \) is \( m \) such that the \( n > m \).

3.1 Separation of even, odd parts and reduction

The numerator and the denominator of Eqn. 4 are separated in even and odd parts. The even and odd polynomials of numerator may be represented by \( N_e(s) \) and \( N_o(s) \), respectively if the even and odd parts are subscribed by \( e \) and \( o \), respectively. Similarly, the even and odd polynomials of denominator may be represented by \( D_e(s) \) and \( D_o(s) \), respectively. Therefore, the system in Eqn. 4 may be represented as following:

\[ G(s) = \frac{N_e(s) + N_o(s)}{D_e(s) + D_o(s)} \] (5)

\[ G(s) = \frac{\sum_{i=0}^{m} b_i s^i}{\sum_{i=0}^{m} a_i s^i} + \frac{\sum_{i=1}^{m} b_i s^i}{\sum_{i=1}^{m} a_i s^i} \] (6)

\[ N_e(s) = \sum_{i=0}^{m} b_i s^i \]
\[ N_o(s) = \sum_{i=1}^{m} b_i s^i \]
\[ D_e(s) = \sum_{i=0}^{n} a_i s^i \]
\[ D_o(s) = \sum_{i=1}^{n} a_i s^i \] (7)

The roots of \( N_e(s) \) and \( D_e(s) \) are called zeros \( z_i(s) \) and that of \( N_o(s) \) and \( D_o(s) \) are called poles \( p_i(s) \). In this method, a polynomial is reduced by successively discarding the less significant factors. Let us illustrate the method by reducing the denominator, the numerator is reduced similarly and the ratio of reduced numerator and denominator gives the reduced order model. The denominator is separated as following:

\[ D(s) = D_e(s) + D_o(s) \] (8)

where,

\[ D_e(s) = a_0 + a_2 s^2 + a_4 s^4 + \cdots \]
\[ D_o(s) = a_1 + a_3 s^3 + a_5 s^5 + \cdots \] (9)

The Eqn. 9 may be written as the following:

\[ D_e(s) = a_0 \prod_{i=1}^{k_1} \left(1 + \frac{s^2}{z_i^2} \right) \]
\[ D_o(s) = a_1 \prod_{i=1}^{k_2} \left(1 + \frac{s^2}{z_i^2} \right) \] (10)

where \( k_1 \) and \( k_2 \) are integer parts of \( n/2 \) and \( (n-2)/2 \) respectively and \( z_{12} < p_{12} < z_{22} < p_{22} \ldots \) by discarding the factors with larger magnitude of \( z_i \) and \( p_i \), the reduced stability equations of desired order \( r \) become

\[ D_{er}(s) = a_r \prod_{i=1}^{r_2} \left(1 + \frac{s^2}{r_1} \right) \]
\[ D_{or}(s) = a_r \prod_{i=1}^{r_2} \left(1 + \frac{s^2}{r_1} \right) \] (11)

where \( r_1 \) and \( r_2 \) are the integer parts of \( r/2 \) and \( (r-1)/2 \), respectively. The reduced denominator of the system is given as in Eqn. 12.

\[ D_r(s) = D_{er}(s) + D_{or}(s) \] (12)

The numerator of the reduced system may be represented as in following Eqn. 13.

\[ N_r(s) = N_{er}(s) + N_{or}(s) \] (13)
Similarly, the complete model of the $r^{th}$ order reduced model may be represented as in Eqn. 14.

$$R(s) = \frac{N_{cr}(s) + N_{cbr}(s)}{D_{cr}(s) + D_{cbr}(s)}$$  \hspace{1cm} (14)

It may be noted that poles and zeros with smaller magnitude are more dominant than those poles or zeros with larger magnitudes. The poles or zeros with larger magnitudes are discarded in this technique. Thus the reduced order models preserve the dominant performance of the original system.

### 4 On self-adaptive bat algorithms

The bat algorithm has been introduced by Yang in 2010 [32]. It is based on the behavioral reaction of the microbats to the echolocation based orientation and prey searching. In case of the bat algorithm in [33], the main strategic parameters was the loudness and the pulse rate associated to the microbats. The pulse rate regulates an improvement of the best solution while the loudness affects the acceptance of the best solutions. These parameters were kept constant during the iterative search operation of the bat algorithm. The selection of these parameters was a tedious and time-consuming task. In the proposed self-adaptive bat algorithm (SABA), the parameters are adaptive as introduced by Fister in [34]. It serves two purposes (i) initial guess of parameters, (ii) the parameter updating, during computational phase. The self-adaptive process enables the control parameters to be changed during the iterative process to select best solutions [35].

The bat algorithm is a population-based algorithm where each microbat represents the candidate solutions. The microbats/candidate solutions may be represented as a vector, $p_i = (p_{i1}, p_{i2}, \ldots, p_{iD})^T$ for $i = 1, 2, \ldots, N_p$ with real valued $p_{ij}$ in the interval $[p_{iub}, p_{iub}]$. The $p_{iub}$ and $p_{iub}$ represents the lower and upper bounds of the particles, and $N_p$ refers to the size to the population of the candidates [36]. The process of the bat algorithm mainly consists of (i) initialization, (ii) variation operation, (iii) local search and evolution of solution, and (v) the replacement [37].

In the initialization process, two main tasks took place such as, (i) parameter initialization of the bat algorithm i.e. set value of pulse rate, loudness and frequency, etc., (ii) random generation of bat population. The best solution in initialization is determined. In variation operator, the virtual bats move according to the rate of echolocation. The current best solution is improved by the random walk in the local search [38, 39].

The behavior of updating is similar to the simulated annealing [40], where in the new solutions are selected with the probability of acceptance [41]. In variation operator, the virtual bats move towards the best current position according to the following Eqn. 15- Eqn. 17.

$$f_i = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}})\beta$$  \hspace{1cm} (15)

$$v_i^t = v_i^{t-1} + (v_i^{t-1} - p^t)f_i$$  \hspace{1cm} (16)

$$p_i^t = p_i^{t-1} + \rho_i^t$$  \hspace{1cm} (17)

The $\beta$ represents the random number referring to the Gaussian distribution with zero mean and a standard deviation as unity. The best solution is updated as in Eqn. 18.

$$p^t = \text{best} + \varepsilon A_i^t$$  \hspace{1cm} (18)

The $\varepsilon$ refers to a scaling factor while the $A_i^t$ represents the loudness of the associated $i^{th}$ microbat at instant $t$. The local search is started with $r_i$ as the probability of the pulse rate. The probability of accepting the new best solutions depends on the loudness $A_i$. The general phenomena of operation of the bat algorithm refer to increase in pulse rate, $r_i$ and decrease in loudness $A_i$, on movement of bat nearer to the prey [42]. This behavior of microbats can be well defined in terms of following Eqn. 19 - 20.

$$A_i^{t+1} = \alpha A_i^t$$  \hspace{1cm} (19)

$$r_i^t = r_i^t(1 - e^{-\gamma t})$$  \hspace{1cm} (20)

Where, $\alpha$ and $\gamma$ are the constants. The parameter controls the rate of convergence of the bat algorithm, and $\gamma$ plays similar behavior as the cooling factor in simulated annealing algorithm [39, 43].

It could be easy to say that the bat algorithm in early applications as presented in [38, 40], was the reflection of behavior of PSO and SA algorithm. The local search behavior refers to PSO behavior, while diversity is associated to SA algorithm in bat algorithm. The exploitation (local search) is associated with the parameter, pulse rate and the exploration to loudness. It means the bat algorithm is able exploitation and exploration during the search process.

The need of self-adaptive behavior of the bat algorithm is to make it free from the initial parameter settings and updating of these parameters during the search process [34]. Therefore, the control parameters, pulse rate and loudness are set to self-adaptive to make the self-adaptive bat algorithm (SABA). It means the candidate solution represented by $p_i^t = (p_{i1}, p_{i2}, \ldots, p_{iD})$ needs to be augmented with inclusion of pulse rate ($r_i^t$) and loudness ($A_i^t$). The modified representation of candidate solutions may be presented as $p_i^t = (p_{i1}, p_{i2}, \ldots, p_{iD}, A_i^t, r_i^t)^T$ for $i = 1, 2, \ldots, N_p$. These control parameters are modified as by following Eqn. 21 - 22.

$$A_i^{t+1} = \begin{cases} A_i^t + \text{rand}_0(A_i^t - A_i^t) & \text{if } \text{rand}_1 \leq \tau_1 \\ A_i^t & \text{otherwise} \end{cases}$$  \hspace{1cm} (21)

$$r_i^{t+1} = \begin{cases} r_i^t + \text{rand}_2(r_i^t - r_i^t) & \text{if } \text{rand}_3 \leq \tau_2 \\ r_i^t & \text{otherwise} \end{cases}$$  \hspace{1cm} (22)

The values of $A_i^t$ and $r_i^t$ are selected in the range of 0 and 1.

### 5 System and reduced order model

#### 5.1 ROM using SE method

Consider a $7^{th}$ order single-machine infinite-bus (SMIB) power system developed in [17, 21, 23] and presented in Eqn. 23.

$$G_7(s) = \begin{bmatrix} 2000s^6 + 1217000s^5 + 1211000s^4 + 7454000s^3 + 5827000s^2 + 31560000s + 2075000 \\ s^6 + 65.85s^5 + 984.24s^4 + 12130s^3 + 97300s^2 + 429400s + 2188000 \end{bmatrix}$$  \hspace{1cm} (23)
5.1.1 Reduction of numerator

The 6th order numerator of the system under consideration is shown in Eqn. 24.

\[ N_6(s) = \begin{cases} 2000s^6 + 121700s^5 + 1211000s^4 \\ +74540000s^3 + 58270000s^2 \\ +31560000s + 2075000 \end{cases} \] (24)

The even and odd parts of the numerator polynomial is separated and presented in Eqn. 25.

\[ N_e(s) = \begin{cases} 2000s^6 + 1211000s^4 + 58270000s^2 + 2075000 \\ +121700s^5 + 74540000s^3 + 31560000s \end{cases} \] (25)

\[ N_o(s) = 2000s^6 + 1211000s^4 + 58270000s^2 + 2075000 \]

Step-1: Driving the 6th order to 4th order reduced order of numerator polynomial. The reduction process of even powers of s polynomial in numerator is shown in Eqn. 26. The reduction of even polynomial is shown in Eqn. 26 and the odd polynomial is shown in Eqn. 27.

\[ N_e(s) = 2000s^6 + 1211000s^4 + 58270000s^2 + 2075000 \]

\[ = 1211000s^4 + \left(1 + \frac{2000}{1211000} s^2 + 2075000 \right) + \left(1 + \frac{58270000}{2075000} s^2 \right) \]

\[ = 1211000s^4 + 74540000s^3 + 31560000s \]

The 4th order reduced order numerator polynomial is given in Eqn. 28.

\[ N_4(s) = \begin{cases} 1211000s^4 + 74540000s^3 + 58270000s^2 \\ +31560000s + 2075000 \end{cases} \] (28)

Step-2: Reduction of numerator polynomial from 4th order to 2nd order polynomial.

\[ N_2(s) = \begin{cases} 1211000s^4 + 58270000s^2 + 2075000 \\ +74540000s^3 + 31560000s \end{cases} \]

\[ = \begin{cases} 1211000s^4 + 58270000s^2 + 2075000 \\ +74540000s^3 + 31560000s \end{cases} \]

\[ = \begin{cases} 1211000s^4 + 58270000s^2 + 2075000 \\ +74540000s^3 + 31560000s \end{cases} \]

Step-3: Reduction of numerator polynomial from 2nd order to 1st order polynomial in Eqn. 30.

\[ N_2(s) = 58270000s^2 + 31560000s + 2075000 \]

\[ N_1(s) = 2075000 + 31560000s \]

5.1.2 Reduction of denominator

The denominator of original system presented in Eqn. 23 is shown in the following Eqn. 31.

\[ D_7(s) = \begin{cases} s^7 + 65.85s^6 + 984.2s^5 + 12130s^4 \\ +97300s^3 + 429400s^2 + 2188000s + 99500 \end{cases} \] (31)

The even and odd terms of the expression in above Eqn. 31 can be represented as in following Eqn. 32.

\[ D_o(s) = s^7 + 984.2s^5 + 97300s^3 + 2188000s \]

\[ D_e(s) = 65.85s^6 + 12130s^4 + 429400s^2 + 99500 \] (32)

Step-1: Reduction of 7th order denominator polynomial to 5th order as following:

\[ D_5(s) = \begin{cases} 65.85s^6 + 12130s^4 + 429400s^2 + 99500 \end{cases} \]

\[ D_3(s) = 12130s^4 + \frac{65.85}{2} s^2 + 429400s^2 + 99500 \]

\[ = 12130s^4 + 984.2s^5 + 97300s^3 + 2188000s \]

\[ = 984.2s^5 + 1 \frac{984.2}{0.00161} s^3 + 2188000s \]

In this way the reduced 5th order model of denominator polynomial can be presented as following in Eqn. 35

\[ D_5(s) = \begin{cases} 984.2s^5 + 97300s^3 + 2188000s \end{cases} \]

\[ +12130s^4 + 429400s^2 + 99500 \] (35)

Step-2: Reduction of 5th order polynomial to 3rd order polynomial.

The odd and even terms of the powers of s are shown as following in Eqn. 36.

\[ D_o(s) = 984.2s^5 + 97300s^3 + 2188000s \]

\[ D_e(s) = 12130s^4 + 429400s^2 + 99500 \] (36)

The odd part is reduced by using SE method as in Eqn. 37.

\[ D_o(s) = 984.2s^5 + 97300s^3 + 2188000s \]

\[ = 984.2s^5 + 97300s^3 + 2188000s \]

\[ = 97300s^3 + 2188000s \]

The even part is reduced by using SE method as in Eqn. 38.

\[ D_e(s) = 12130s^4 + 429400s^2 + 99500 \]

\[ = 429400s^2 + 99500 \]
The combination of Eqn. 37 and Eqn. 38 gives the 3rd order reduced denominator polynomial being presented in Eqn. 39.

\[ D_{3}(s) = 97300s^3 + 429400s^2 + 2188000s + 999500 \]  

(39)

**Step-3:** Reduction of 3rd order model to 2nd order
Separating the even and odd terms for application of SE method as following:

\[ D_{2}(s) = 429400s^2 + 999500 + 2188000s \]
\[ \text{Eqn. 40} \]
\[ = 429400s^2 + 999500 + 2188000s \left(1 + \frac{97300}{2188000} s^2\right) \]
\[ \text{Eqn. 40} \]
\[ = 429400s^2 + 999500 + 2188000s \]

In this way the 2nd order reduced denominator polynomial can be represented as following in Eqn. 41.

\[ D_{2}(s) = 429400s^2 + 999500 + 2188000s \]  

(41)

The reduced 3rd order polynomial of the original model using the Eqn. 30 and Eqn. 39 and dividing by 97300 is presented in following Eqn. 42.

\[ R_{3}(s) = \frac{598.8694s^2 + 324.3576s + 21.3257}{s^3 + 4.4131s^2 + 22.4871s + 10.2723} \]  

(42)

The reduced 2nd order polynomial of the original model using the Eqn. 30 and Eqn. 41 and dividing by 429400 is presented in following Eqn. 43.

\[ R_{2}(s) = \frac{73.4979s + 4.8323}{s^2 + 5.0955s + 2.3277} \]  

(43)

5.2 ROM in literature

The reduced model of \( \tau \)th order SMIB power system developed using Routh approximation method \([21]\) and presented in Eqn. 23 is given as following for ready reference in Eqn. 44.

\[ R_{2}(s) = \frac{81.984s + 5.390}{s^2 + 5.684s + 2.596} \]  

(44)

5.3 ROM using SE and BA

The application of the bat algorithm is used to determine the free elements of the numerator while keeping denominator as found by stability equation method. The problem is considered as optimization with minimization of the integral of square method and defined as in Eqn. 45. The \( T_{sim} \) represents the settling time. The signal of original system and reduced system are represented by \( y_o \) and \( y_r \), respectively. The free elements in numerator are \( N_1 \) and \( N_2 \) and are mentioned in Fig. 1. The bounds for these parameters are selected as 0.01 \( \leq N_1 \leq 100 \), and 0.01 \( \leq N_2 \leq 20 \). The bat algorithm is forced to search optimal values of these parameters within 100 iterations. The fitness function plot during optimization in terms of value verses iterations is shown in Fig. 2. The optimal values of \( N_1 \) and \( N_2 \) are found as 72.3394 and 4.8324, respectively. Therefore, the 2nd order reduced model with bat algorithm and stability equation method can be represented as in Eqn. 46.

\[ \text{fitness} = \frac{T_{sim}}{\int_0^t |y_o(t) - y_r(t)|^2 \, dt} \]  

(45)

6 Results and discussion

In this section, the study of the original system and its reduced models is being carried out. The systems are subjected to step input and the out response behaviour is analyzed using performance indices. The step response of the original system (Eqn. 23), ROM by Routh approximation (Eqn. 44 \([21]\)), stability equation method based (Eqn. 43 \([23]\)) and proposed stability equation method and bat algorithm is carried out. The comparative responses are shown in Fig. 3 and to make clearer, the reduced model responses are compared in Fig. 4. The responses due to reduced models are not clearly distinguishable; therefore, the performance based study of the responses are carried out. These performance indices are integral time weighted error (ITAE), integral absolute error (IAE) and integral of squared error (ISE) as defined by Eqsns. 47 - 49, respectively. The detail on performance indices may be referred in \([38, 44, 45, 46, 47]\). The values of these performance indices are included in Table 1.
The ITAE value with proposed SE-BA-ROM is 198.61 is comparatively lower in magnitude as compared to that of with SE-MOR [23] and RA-MOR [21] as shown in Table 1. The value of IAE and ISE with proposed SE-BA-ROM are 109.31 and 5242.9, respectively and are lesser as compared to SE-MOR [23] and RA-MOR [21]. It is clear that the response of the proposed model is with minimum values of performance indices; proving its better behaviour as compared to other reduced models. However, it can be observed that the numerical values of performance indices are not having great difference. The overshoot with SE-BA-ROM is reduced as compared to SE-MOR [23] and RA-MOR [21]. It is clear that the response of the proposed model is with minimum values of performance indices; proving its better behaviour as compared to other reduced models. However, it can be observed that the numerical values of performance indices are not having great difference. The overshoot with SE-BA-ROM is reduced as compared to SE-MOR [23] and RA-MOR [21].

\[ ITAE = \int_{0}^{T_{sim}} t |y_r(t) - y_o(t)| \, dt \]  
\[ IAE = \int_{0}^{T_{sim}} |y_r(t) - y_o(t)| \, dt \]  
\[ ISE = \int_{0}^{T_{sim}} (y_r(t) - y_o(t))^2 \, dt \]

The performance of the SE-BA-ROM is compared to Routh approximation method and stability equation method in terms of performance indices. The values of ITAE, IAE and ISE reveals its better performance as compared to others in literature.
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