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Abstract In this paper, a published algorithm is investigated that proposes a three-step iterative method for solving nonlinear equations. This method is considered to be efficient with third order of convergence and an improvement to previous methods. This paper proves that the order of convergence of the previous scheme is two, and the efficiency index is less than the corresponding Newton’s method. In addition, the three-step iterative method of the scheme is implemented, and the previously published numerical results are found to be incorrect. Furthermore, this paper presents a new three-step iterative method with third order of convergence for solving nonlinear equations. The same numerical examples previously presented in literature are used in this study to correct those results and to illustrate the efficiency and performance of the new method.
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1 Introduction


In Section 2, the main ideas of the decomposition technique by V. Daftardar-Gejji and H. Jafari [6] are outlined, and a new three-step iterative method for solving nonlinear equations is developed. The convergence analysis of the proposed method and the three-step iterative method proposed by Noor and Noor [8] are presented in Section 3. The same numerical examples presented in [8] are considered in Section 4 to show the performance and efficiency of the newly proposed scheme. Moreover, corrections to the results of [8] are also presented in this section. Conclusions and remarks are offered in Section 5.

2 Iterative Algorithms

Consider the nonlinear equation

\[ f(x) = 0, \] (1)

assume that \( f(x) \) has a simple root at \( \alpha \), and \( \gamma \) is an initial guess sufficiently close to \( \alpha \). Rewrite equation (1) using the Taylor series as

\[ f(x) = f(\gamma) + (x - \gamma)f'(\gamma) + \frac{(x - \gamma)^2}{2}f''(\gamma) = 0, \] (2)

where \( \gamma \) is the initial approximation for a zero of (1). Equation (1) can then be rewritten in the following equivalent form:

\[ x = c + N(x), \] (3)

where

\[ c = \gamma - \frac{f(\gamma)}{f'(\gamma)}, \] (4)

and

\[ N(x) = -\frac{(x - \gamma)^2}{2f'(\gamma)}f''(\gamma). \] (5)

Using the decomposition scheme of Daftardar-Gejji and Jafari [6], the solution of equation (3) is assumed to have the series form:

\[ x = \sum_{i=0}^{\infty} x_i. \] (6)
The nonlinear operator \( N(x) \) can be decomposed as
\[
N(\sum_{i=0}^{\infty} x_i) = N(x_0) + \sum_{i=1}^{\infty} (N(\sum_{j=0}^{i-1} x_j) - (N(\sum_{j=0}^{i} x_j))) \tag{7}
\]
Combining Equations (3), (6) and (7),
\[
x = \sum_{i=0}^{\infty} x_i
\]
\[
= c + N(x_0) + \sum_{i=1}^{\infty} (N(\sum_{j=0}^{i-1} x_j) - (N(\sum_{j=0}^{i} x_j))) \tag{8}
\]
Thus, the following scheme is determined:
\[
x_0 = c,
\]
\[
x_1 = N(x_0),
\]
\[
x_2 = N(x_0 + x_1) - N(x_0),
\]
\[
x_{n+1} = N(x_0 + x_1 + ... + x_n) - N(x_0 + x_1 + ... + x_{n-1}), n = 0, 1, 2, ...(9)
\]
Therefore,
\[
X_n = x_0 + x_1 + x_2 + ... + x_n, \forall n = 0, 1, 2, ...
\]
denotes the \((n+1)\)-term approximation of \(x\), and hence, \(x\) is approximated by
\[
x \approx X_n = x_0 + x_1 + ... + x_n, \tag{10}
\]
for \(n = 0,\)
\[
x \approx X_0 = x_0 = c = \gamma - \frac{f(\gamma)}{f'(\gamma)}. \tag{11}
\]
This suggests the following one-step iterative method for solving the nonlinear equation (1).

**Algorithm 1** For a given \(x_0\), compute the approximate solution \(x_{n+1}\) by the iterative scheme:
\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} f'(x_n) \neq 0, n = 0, 1, 2, ... \tag{12}
\]
This algorithm is well-known as Newton’s method which has a second order of convergence.

From Equations (5), (9) and (10) with \(n = 1,\)
\[
x \approx X_1 = x_0 + x_1 = c + N(x_0)
\]
\[
= \gamma - \frac{f(\gamma)}{f'(\gamma)} - \frac{(x_0 - \gamma)^2}{2 f'(\gamma)} f''(\gamma). \tag{13}
\]
Using this relation, the following two-step iterative method for solving nonlinear equation (1) is suggested.

**Algorithm 2** For a given \(x_0\), compute the approximate solution \(x_{n+1}\) by the iterative scheme:
\[
y_n = x_n - \frac{f(x_n)}{f'(x_n)} f'(x_n) \neq 0.
\]
\[
x_{n+1} = y_n - \frac{(y_n - x_n)^2}{2 f'(x_n)} f''(x_n), \forall n = 0, 1, 2, ... \tag{14}
\]
This algorithm is called the two-step iterative method for solving nonlinear equation (1). It is worth mentioning that the above algorithm was obtained by Noor and Noor [8], and by Abbaspandby [1] using the Adomian decomposition method.

Again from Equations (5), (9) and (10) with \(n = 2,\)
\[
x \approx X_2 = x_0 + x_1 + x_2 = c + N(x_0 + x_1)
\]
\[
= \gamma - \frac{f(\gamma)}{f'(\gamma)} - \frac{(x_0 + x_1 - \gamma)^2}{2 f'(\gamma)} f''(\gamma).
\]
Using this relation, the following three-step iterative method for solving the nonlinear equation (1) is suggested.

**Algorithm 3** For a given \(x_0\), compute the approximate solution \(x_{n+1}\) by the iterative scheme:

**Predictor Steps:**
\[
y_n = x_n - \frac{f(x_n)}{f'(x_n)} f'(x_n) \neq 0 \tag{15}
\]
\[
z_n = \left(\frac{y_n - x_n}{2 f'(x_n)}\right)^2 f''(x_n), \tag{16}
\]

**Corrector Step:**
\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} - \frac{(z_n + y_n - x_n)^2}{2 f'(x_n)} f''(x_n)
\]
\[
= y_n - \frac{(z_n + y_n - x_n)^2}{2 f'(x_n)} f''(x_n). \tag{17}
\]

Noor and Noor [8] derived a three-step iterative method for solving nonlinear equation (1), but the algorithm was quite different than Algorithm 3 and is given as follows:

**Algorithm 4** For a given \(x_0\), compute the approximate solution \(x_{n+1}\) by the iterative scheme:

**Predictor Steps:**
\[
y_n = x_n - \frac{f(x_n)}{f'(x_n)} f'(x_n) \neq 0 \tag{18}
\]
\[
z_n = \left(\frac{y_n - x_n}{2 f'(x_n)}\right)^2 f''(x_n), \tag{19}
\]

**Corrector Step:**
\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} - \frac{(z_n + y_n - x_n)^2}{2 f'(x_n)} f''(x_n)
\]
\[
= y_n - \frac{(z_n + y_n - x_n)^2}{2 f'(x_n)} f''(x_n). \tag{20}
\]

In the next section, algorithm 3 is shown with a cubic order of convergence while the Noor and Noor algorithm, Algorithm 4, has a quadratic convergence.

### 3 Convergence Analysis

The convergence analysis of the three-step iterative methods, Algorithms 3 and 4, for solving nonlinear equation (1) is established in this section.
Theorem 1 Let \( \alpha \in I \) be a simple zero of a sufficiently differentiable function \( f: I \subseteq \mathbb{R} \rightarrow \mathbb{R} \) for an open interval \( I \). If \( x_0 \) is sufficiently close to \( \alpha \), then method (17), Algorithm 3, has a third order of convergence. 

Proof Let \( \alpha \) be a simple zero of (1) and \( x_n = \alpha + e_n \). By the Taylor expansion,

\[
f(x_n) = f'()e_n + 2e_n^2 + 3e_n^3 + O(e_n^4),
\]

(21)

\[
f'(x_n) = f'()e_n + 6e_n^2 + 10e_n^3 + O(e_n^4),
\]

(22)

\[
f''(x_n) = f''()e_n + 24e_n^3 + O(e_n^4),
\]

(23)

where \( e_n = f'()e_n, k = 2, 3, \ldots \). 

Dividing (21) by (22), yields

\[
\frac{f(x_n)}{f'(x_n)} = e_n - 2e_n^2 + 3e_n^3 + O(e_n^4).
\]

(24)

From (15) and (24),

\[
y_n = \alpha + 2e_n^2 + 3e_n^3 + O(e_n^4).
\]

(25)

Then,

\[
(y_n - x_n)^2 = e_n^2 + 2e_n^3 + O(e_n^4).
\]

(26)

From (22) and (23),

\[
\frac{f''(x_n)}{2f'(x_n)} = c_2 + (3c_3 - 2c_4)e_n + (6c_4 - 9c_2c_3 + 4c_2^2)
\]

\[
							\times e_n^2 + (10c_5 - 16c_2c_4 - 9c_3^2 + 24c_3c_2^2)
\]

\[
							- 8c_2e_n^3 + O(e_n^4).
\]

(27)

Substituting (26) and (27) into (16) and simplifying produces

\[
z_n = -c_2e_n^2 + 4c_2^2 - 3c_3)e_n^3 + O(e_n^4).
\]

(28)

Now from (25) and (28),

\[
z_n + y_n = \alpha + 2e_n^2 + 3e_n^3 + O(e_n^4).
\]

(29)

Then,

\[
(z_n + y_n - x_n)^2 = e_n^2 + O(e_n^4).
\]

(30)

Substituting (25), (27) and (30) in (17) and simplifying finds that

\[
e_{n+1} = x_{n+1} - \alpha
\]

\[
= -c_2e_n^2 + O(e_n^4).
\]

(31)

This indicates that the order of convergence of the method defined by (17) is at least three. This completes the proof.  

Theorem 2 Let \( \alpha \in I \) be a simple zero of a sufficiently differentiable function \( f: I \subseteq \mathbb{R} \rightarrow \mathbb{R} \) for an open interval \( I \). If \( x_0 \) is sufficiently close to \( \alpha \), then the method (20), Algorithm 4, has second order of convergence. 

Proof Let \( \alpha \) be a simple zero of \( f \) and \( x_n = \alpha + c_n \). Substituting (25), (27), (28) and (30) in (20) and simplifying to get

\[
e_{n+1} = x_{n+1} - \alpha
\]

\[
= -2c_2e_n^2 + O(e_n^4).
\]

(32)

Which indicates that the method defined by (20) is of second-order. This completes the proof.  

4 Numerical examples

In this section, the obtained theoretical results are confirmed by numerical experiments. Numerical test results are presented for the third-order method by comparison with famous iterative methods of different orders. The test functions and their roots, found up to the 17th decimal places, are as follows:

\[
f_1(x) = \sin^2 x - x^2 + 1, \alpha_1 = 1.404491648215341236
\]

(29)

\[
f_2(x) = x^2 - e^x - 3x + 2,
\]

(30)

\[
\alpha_2 = 0.257530285439860786
\]

\[
f_3(x) = \cos x - x, \alpha_3 = 0.739085133215160643
\]

(31)

\[
f_4(x) = (x - 1)^{3 - 1}, \alpha_4 = 2.0
\]

(32)

\[
f_5(x) = x^3 - 10, \alpha_5 = 2.15443469003188372
\]

(33)

\[
f_6(x) = x e^x - \sin^2 x + 3 \cos x + 5,
\]

(34)

\[
\alpha_6 = -1.20764782713091893
\]

\[
f_7(x) = e^{x^2 + 2x} - e^{30}, \alpha_7 = 3.0
\]

(35)

Some numerical test results are also presented for various iterative schemes in Table 1 and are compared with the Newton method (NM) and the method of Abbasbandy [1] (AM) defined by

\[
x_{n+1} = y_n - \frac{f(x_n)}{f'(x_n)}/f''(x_n)\]

(36)

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} + \frac{1}{f''(x_n)}
\]

(37)

\[
\text{the method of Homeier} [7] \ (HM) \text{ defined by}
\]

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} + \frac{1}{f''(x_n)}
\]

(38)

\[
\text{the methods of Chun} [5] \ (CM1) \text{ and (CM2) defined by}
\]

\[
x_{n+1} = y_n - \frac{f(y_n)}{f'(x_n)} + \frac{1}{f''(x_n)}
\]

(39)

and

\[
\text{the method of Noor and Noor} [8] \ (20) \ (NNM), \text{ and the new method, (17) (SM). All of the above methods have been implemented in this study.}
\]

All computations were completed using MATLAB 7 by using 100 digit floating arithmetic (VPA=100). The criteria

\[
|y_{n+1} - x_n| < \delta_1, |f(x_{n+1})| < \delta_2,
\]

(40)

are used for stopping the computer program. Table 1 displays the number of iterations (IT), where the second number is the (IT) of [8]. Furthermore, the number of function evaluations (NFE) are required such that the stopping criteria \( \delta_1 \) and \( \delta_2 \) are less than 10^{-15} and the value of \( |f(x_n)| \) is sufficient after the required iterations. Moreover, the computational order of convergence (COC) are displayed and approximated using formula [11]

\[
\rho = \frac{\ln |(x_{n+1} - \alpha)/(x_n - \alpha)|}{\ln |(x_{n} - \alpha)/(x_{n-1} - \alpha)|}
\]

(41)
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Table 1. Comparison of the various iterative schemes and the Newton method.

<table>
<thead>
<tr>
<th>$f(x)$, $x_0 = 1$</th>
<th>NM</th>
<th>AM</th>
<th>HM</th>
<th>CM1</th>
<th>CM2</th>
<th>NNM</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>COC</td>
<td>2.00</td>
<td>3.00</td>
<td>3.01</td>
<td>3.95</td>
<td>3.00</td>
<td>2.00</td>
<td>3.00</td>
</tr>
<tr>
<td>NFE</td>
<td>14</td>
<td>20</td>
<td>12</td>
<td>20</td>
<td>51</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>$|f(x)|$</td>
<td>-10.15e-49</td>
<td>-39592e-61</td>
<td>-5.45e-61</td>
<td>-1.769e-66</td>
<td>-2.628e-60</td>
<td>-3.488e-52</td>
<td>-2.486e-85</td>
</tr>
</tbody>
</table>

Per iteration (IT), the method of (17) (SM) requires a single evaluation of the function and one evaluation of the first and second derivatives, $d = 3$. It has been proved in the last section and shown in Table 1 that the method of (17) (SM) is of the third order, $p = 3$. Thus, the informational efficiency $E = 1$, and the efficiency index $I = 1.442$, where $E$ is defined [1] as

$$E = \frac{p}{d},$$

and $I$ is defined as

$$I = p^{\frac{1}{d}}.$$

5 Conclusions

In this paper, a three-step iterative method for solving nonlinear equations (SM) has been developed. It has been proved that the method is of the third order of convergence. Moreover, it has also been proved that the order of convergence of the three-step iterative method proposed by Noor and Noor [8] is two. Based on calculations, the proposed method is also compared with various other iterative methods of the same order of convergence. The performance of the new method can be seen in Table 1. Furthermore, the results of the algorithm by Noor and Noor [8] are corrected. From Table 2, it can easily be seen that the new method of (17) (SM) is better than the method of Noor and Noor (20) in the order of convergence. The informational efficiency, $E$ of (17), (SM) is greater than the Abbasbandy (33) (AM) and (20) the Noor and Noor (NNM). The efficiency index of the method of (SM) is equal to that of Homeier (34) (HM) and Chun (36) (CM2), and it is greater than
Table 2. Comparison of the various iterative schemes and the Newton method.

<table>
<thead>
<tr>
<th></th>
<th>NM</th>
<th>AM</th>
<th>HM</th>
<th>CM1</th>
<th>CM2</th>
<th>NNM</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$d$</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$E$</td>
<td>1</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.67</td>
<td>1</td>
</tr>
<tr>
<td>$I$</td>
<td>1.414</td>
<td>1.316</td>
<td>1.442</td>
<td>1.414</td>
<td>1.442</td>
<td>1.260</td>
<td>1.442</td>
</tr>
</tbody>
</table>

the other methods considered here. Furthermore, the method of Noor and Noor (20) has the smallest informational efficiency value $E$ and efficiency index $I$ value between all methods considered, which implies that their method is less efficient than the above methods.

REFERENCES


