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Abstract The problem of optimal estimation of the linear functionals $A_ξ = \int_0^\infty a(t)ξ(t)dt$ and $A_τξ = \int_0^T a(t)ξ(t)dt$ depending on the unknown values of stochastic process $ξ(t)$, $t ∈ R$, with stationary $n$th increments from observations of the process at points $t < 0$ is considered. Formulas for calculating the mean square error and the spectral characteristic of optimal linear estimates of the functionals are derived in the case where the spectral density of the process is exactly known. Formulas that determine the least favorable spectral densities and the minimax (robust) spectral characteristic of the optimal linear estimates of the functionals are proposed in the case where the spectral density of the process is not exactly known, but a set of admissible spectral densities is given.
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1 Introduction

Estimation of unknown values of stochastic processes is an important part of the theory of stochastic processes. Effective methods of solution of the linear extrapolation, interpolation and filtering problems for stationary stochastic processes were developed by Kolmogorov [1], Wiener [2], Yaglom [3, 4]. The further results one can find in book by Rozanov [5]. Yaglom [6, 7] developed a theory of non-stationary processes whose increments of order $μ ≠ 0$ define a stationary process. The spectral representation for stationary increments and canonical factorization for spectral densities were received, the problem of linear extrapolation of unknown value of stationary stochastic increment from observation of the process was solved. Further results for such stochastic processes were presented by Pinsker [8], Yaglom and Pinsker [9]. See books by Yaglom [3, 4] for more relative results and references.

The mean square optimal estimation problems for stochastic processes with $n$th stationary increments are natural generalization of the linear extrapolation, interpolation and filtering problems for stationary stochastic processes. The classical methods of extrapolation, interpolation and filtering problems are based on the assumption that the spectral density of the process is known. In practice, however, it is impossible to obtain complete information on the spectral density in most cases. To solve the problem one finds parametric or nonparametric estimates of the unknown spectral density or selects a density by other reasoning. Then the classical estimation method is applied provided that the estimated or selected density is the true one. Vastola and Poor [10] have demonstrated that the described procedure can result in significant increasing of the value of error. This is a reason for searching estimates which are optimal for all densities from a certain class of the admissible spectral densities. These estimates are called minimax since they minimize the maximal value of the error. A survey of results in minimax (robust) methods of data processing can be found in the paper by Kas-sam and Poor [11]. The paper by Grenander [12] should be marked as the first one where the minimax extrapolation problem for stationary processes was formulated and solved. Franke and Poor [13], Franke [14] investigated the minimax extrapolation and filtering problems for stationary sequences with the help of convex optimization methods. This approach makes it possible to find equations that determine the least favorable spectral densities for various classes of admissible densities. In papers by Moklyachuk [18] - [21] the minimax approach was applied to extrapolation, interpolation and filtering problems for functional which depend on the unknown values of stationary processes and sequences. For more details see, for example, books by Kurkin et al.[15], Moklyachuk [16]. Methods of solution the minimax-robust estimation problems for vector stationary sequences and processes were developed by Moklyachuk and Masyutka [17]. Dubovets’ka and Moklyachuk [22] - [28] investigated the minimax-robust estimation problems (extrapolation, interpolation and filtering) for the linear functionals which depend on unknown values of periodically correlated stochastic processes. Luz and Moklyachuk [29, 30] solved the minimax interpolation
problem for the linear functional $A_N\xi = \sum_{k=0}^{N} a(k)\xi(k)$ which depends on unknown (missed) values of a stochastic sequence $\xi(m)$ with stationary nth increments from observations of the sequence with and without noise.

This article is dedicated to the mean square optimal estimates of the linear functionals

$$A_\xi = \int_{0}^{\infty} a(t)\xi(t)dt, \quad A_\tau\xi = \int_{0}^{T} a(t)\xi(t)dt$$

which depend on the unknown values of a stochastic process $\xi(t)$ with stationary nth increments. Estimates are based on observations of the process $\xi(t)$ at points $t < 0$.

The estimation problem for processes with stationary increments is solved in the case of spectral certainty where the spectral density of the process is known as well as in the case of spectral uncertainty where the spectral density of the process is not known, but a set of admissible spectral densities is given. Formulas are derived for computing the value of the mean-square error and the spectral characteristic of the optimal linear estimates of functionals $A_\xi$ and $A_\tau\xi$ in the case of spectral certainty where spectral density of the process is known. Formulas that determine the least favorable spectral densities and the minimax (robust) spectral characteristic of the optimal linear estimates of the functionals are proposed in the case of spectral uncertainty for concrete classes of admissible spectral densities.

2 Stationary stochastic increment process. Spectral representation

Definition 1 For a given stochastic process $\{\xi(t), t \in R\}$ a process

$$\xi^{(n)}(t, \tau) = (1 - B_\tau)^n\xi(t) = \sum_{i=0}^{n} (-1)^i C_n^i \xi(t - i\tau), \quad (1)$$

where $B_\tau$ is a backward shift operator with step $\tau \in R$, such that $B_\tau\xi(t) = \xi(t - \tau)$, is called the stochastic nth increment with step $\tau \in R$.

For the stochastic nth increment process $\xi^{(n)}(t, \tau)$ the following relations hold true:

$$\xi^{(n)}(t, -\tau) = (-1)^n\xi^{(n)}(t + n\tau, \tau), \quad (2)$$

$$\xi^{(n)}(t, k\tau) = \sum_{l=0}^{(k-1)n} A_l\xi^{(n)}(t - l\tau, \tau), \quad \forall k \in N, \quad (3)$$

where coefficients $\{A_k, l = 0, 1, 2, \ldots, (k-1)n\}$ are determined by the representation

$$(1 + x + \ldots + x^{k-1})^n = \sum_{l=0}^{(k-1)n} A_l x^l.$$

Definition 2 The stochastic nth increment process $\xi^{(n)}(t, \tau)$ generated by stochastic process $\{\xi(t), t \in R\}$ is wide sense stationary if the mathematical expectations

$$E\xi^{(n)}(t_0, \tau) = c^{(n)}(\tau),$$

$$E\xi^{(n)}(t_0 + t, \tau_1)\xi^{(n)}(t_0, \tau_2) = D^{(n)}(t, \tau_1, \tau_2)$$

exist for all $t_0, \tau, \tau_1, \tau_2$ and do not depend on $t_0$. The function $c^{(n)}(\tau)$ is called the mean value of the nth increment and the function $D^{(n)}(t, \tau_1, \tau_2)$ is called the structural function of the stationary nth increment (or the structural function of nth order of the stochastic process $\{\xi(t), t \in R\}$).

The stochastic process $\{\xi(t), t \in R\}$ which determines the stationary nth increment process $\xi^{(n)}(t, \tau)$ by formula (1) is called stochastic process with stationary nth increments.

Theorem 1 The mean value $c^{(n)}(\tau)$ and the structural function $D^{(n)}(m, \tau_1, \tau_2)$ of a stochastic stationary nth increment process $\xi^{(n)}(t, \tau)$ can be represented in the following forms

$$c^{(n)}(\tau) = c\tau^n, \quad (4)$$

$$D^{(n)}(t, \tau_1, \tau_2) = \int_{-\infty}^{\infty} e^{i\lambda t}(1 - e^{-i\tau_1\lambda})^n(1 - e^{-i\tau_2\lambda})^n(1 + \lambda^2)^n \frac{\lambda^{2n}}{\lambda^{2n}} dF(\lambda), \quad (5)$$

where $c$ is a constant, $F(\lambda)$ is a left-continuous nondecreasing bounded function with $F(-\infty) = 0$. The constant $c$ and the function $F(\lambda)$ are determined uniquely by the increment process $\xi^{(n)}(t, \tau)$.

From the other hand, a function $c^{(n)}(\tau)$ which has the form (4) with a constant $c$ and a function $D^{(n)}(m, \tau_1, \tau_2)$ which has the form (5) with a function $F(\lambda)$ which satisfies the indicated conditions are the mean value and the structural function of some stochastic stationary nth increment process $\xi^{(n)}(t, \tau)$.

Using representation (5) of the structural function of the stationary nth increment process $\xi^{(n)}(t, \tau)$ and the Karhunen theorem (see Karhunen [31]), we get the following spectral representation of the stationary nth increment process $\xi^{(n)}(t, \tau)$:

$$\xi^{(n)}(t, \tau) = \int_{-\infty}^{\infty} e^{i\lambda t}(1 - e^{-i\lambda\tau})^n(1 + \lambda^2)^n \frac{\lambda^{2n}}{(i\lambda)^n} dZ(\lambda), \quad (6)$$

where $Z(\lambda)$ is an orthogonal stochastic measure on $R$ connected with the spectral function $F(\lambda)$ by the relation

$$EZ(A_1)\overline{Z(A_2)} = F(A_1 \cap A_2) < \infty. \quad (7)$$

Denote by $H(\xi^{(n)})$ the subspace of the Hilbert space $H = L_2(\Omega, \mathcal{F}, P)$ of the second order stochastic variables which is generated by elements $\{\xi^{(n)}(t, \tau) : t, \tau \in R\}$ and let $H'(\xi^{(n)})$, $t \in R$, be a subspace of $H(\xi^{(n)})$ generated by elements $\{\xi^{(n)}(u, \tau) : u \leq t, \tau > 0\}$. Let $S(\xi^{(n)})$ be defined by the relationship

$$S(\xi^{(n)}) = \bigcap_{t \in R} H'(\xi^{(n)}).$$

Since the space $S(\xi^{(n)})$ is a subspace of the Hilbert space $H(\xi^{(n)})$, the space $H(\xi^{(n)})$ admits the decomposition

$$H(\xi^{(n)}) = S(\xi^{(n)}) \oplus R(\xi^{(n)}),$$

where $R(\xi^{(n)})$ is an orthogonal complement of the subspace $S(\xi^{(n)})$ in the space $H(\xi^{(n)})$.

In the following we will consider increments $\xi^{(n)}(t, \tau)$ with a step $\tau > 0$. 

A stationary nth increment process \( \xi(n)(t, \tau) \) is called regular if \( H(\xi(n)) = R(\xi(n)) \). It is called singular if \( H(\xi(n)) = S(\xi(n)) \).

**Theorem 2** A wide-sense stationary stochastic increment process \( \xi(t)(t, \tau) \) admits a unique representation in the form

\[
\xi(t)(t, \tau) = \xi_s(t, \tau) + \xi_s(t, \tau),
\]

(8)

where \( \{ \xi_r(t)(t, \tau) : t \in R \} \) is a regular increment process and \( \{ \xi_s(t, \tau) : t \in R \} \) is a singular increment process. Moreover, the increment processes \( \xi_r(z, \tau) \) and \( \xi_s(t, \tau) \) are orthogonal for all \( t, z \in R \).

Components of the representation (8) are constructed in the following way:

\[
\xi(t)(t, \tau) = E[\xi(t)(t, \tau)|S(\xi(t))],
\]

\[
\xi_s(t, \tau) = \xi(t)(t, \tau) - \xi_s(t, \tau).
\]

Let \( \{ \eta(t) : t \in R \} \) be a stochastic process with independent increments such that \( E[\eta(t) - \eta(s)]^2 = |t-s| \) and \( H^2(\xi(t)) = H(\eta) \) for all \( z \in R \), where the subspace \( H(\eta) \) of the space \( H \) is generated by values \( \{ \eta(u) : u \leq z \} \) of the process \( \eta(t) \). Defined stochastic process is called innovation process.

**Theorem 3** A stochastic stationary increment process \( \xi(t)(t, \tau) \) is regular if and only if there exists an innovation process \( \{ \eta(t) : t \in R \} \) and a function \( \varphi(t)(t, \tau) : t \geq 0 \), \( \int_0^\infty |\varphi(t)(t, \tau)|^2 \lambda \rho \lambda \rho - \rho \lambda \rho < \infty \), such that

\[
\xi(t)(t, \tau) = \int_0^\infty \varphi(u)(u, \tau)d\eta(t, u).
\]

(9)

**Conclusion 1** Using theorems 2 and 3 one can conclude that a wide-sense stationary stochastic increment process admits a unique representation in the form

\[
\xi(t)(t, \tau) = \xi_s(t, \tau) + \int_0^\infty \varphi(u)(u, \tau)d\eta(t, u),
\]

(10)

where \( \int_0^\infty |\varphi(t)(t, \tau)|^2 \lambda \rho \lambda \rho - \rho \lambda \rho < \infty \) and \( \eta(t), t \in R \), is an innovation process.

Let the stationary nth increment process \( \xi(n)(t, \tau) \) admit the canonical representation (9). In this case the spectral function \( F(\lambda) \) of the stationary increment process \( \xi(n)(t, \tau) \) has spectral density \( f(\lambda) \) which admits the canonical factorization

\[
f(\lambda) = |\Phi(\lambda)|^2, \quad \Phi(\lambda) = \int_0^\infty e^{-i\lambda t} \varphi(t)dt.
\]

(11)

Let us define

\[
\Phi_\tau(\lambda) = \int_0^\infty e^{-i\lambda t} \varphi(t, \tau)dt = \int_0^\infty e^{-i\lambda t} \varphi(t)dt,
\]

where \( \varphi(t, \tau) = \varphi(n)(t, \tau) \) is the function from the representation (9). Defined function \( \Phi(\lambda) \), which is a Fourier transform of the function \( \varphi(n)(t, \tau) \), is related with spectral density \( f(\lambda) \) of the stochastic process \( \xi(n)(t, \tau) \) by relations

\[
|\Phi_\tau(\lambda)|^2 = \frac{|1 - e^{-i\lambda t}|^{2n}(1 + \lambda^2)^n}{\lambda^{2n}} f(\lambda),
\]

(12)

\[
\Phi_\tau(\lambda) = \frac{(1 - e^{-i\lambda t})^n(1 + i\lambda)^n}{(i\lambda)^n} \Phi(\lambda).
\]

(13)

The one-sided moving average representation (9) is used for finding the optimal mean square estimate of the unknown values of a process \( \xi(t) \) based on observations of the process at points \( t < 0 \).

### 3 Hilbert space projection method of extrapolation of linear functionals

Let a stochastic process \( \{ \xi(t), t \in R \} \) defines nth increment process \( \xi(n)(t, \tau) \) with an absolutely continuous spectral function \( F(\lambda) \) which has spectral density \( f(\lambda) \). Without loss of generality we will assume that the mean value of the increment process \( \xi(n)(t, \tau) \) equals to 0. Let the stationary increment process \( \xi(n)(t, \tau) \) admit the one-sided moving average representation (9) and the spectral density \( f(\lambda) \) admits the canonical factorization (11). Consider the case where the step \( \tau > 0 \). Let the values of the process \( \xi(t) \) be known for \( t < 0 \). The problem is to find the mean square optimal linear estimates of functionals \( A_\xi = \int_t^\infty a(t)\xi(t)dt \) and \( A_\xi = \int_t^\infty a(t)\xi(t)dt \) which depend on unknown values \( \xi(t), t \geq 0 \).

In order to solve the stated problem we will present the process \( \xi(t), t \geq 0 \), as a sum of its increments \( \xi(t, \tau), t \geq 0, \tau > 0 \), and its initial values \( \xi(0) \). Particularly, when \( \tau^* > t^* \), a relation

\[
\xi(t^*) = \xi(n)(t^*, \tau^*) + \sum_{l=1}^{n} (-1)^l C^l_\xi \xi(t^* - l\tau^*)
\]

comes from (1), where \( \xi(0) = \{ \xi(t^* - l\tau^*) : l = 1, 2, \ldots, n \} \) is known observations. The following lemma describes a representation of the functional \( A_\xi \) that depends on known initial values of the process \( \xi(t) \) and its increments \( \xi(n)(t, \tau) \) for \( t \geq 0 \) in the case of arbitrary step \( \tau > 0 \).

**Lemma 1** A linear functional \( A_\xi = \int_t^\infty a(t)\xi(t)dt \) admits a representation \( A_\xi = B_\xi - V_\xi \), where

\[
B_\xi = \int_0^\infty b(t)\xi(n)(t, \tau)dt, \quad V_\xi = \int_{-\tau}^0 v_t(t)\xi(t)dt,
\]

(14)

\[
v_t(t) = \sum_{l=1}^{n} (-1)^l C^l_\xi b(t + l\tau), \quad t \in [-\tau; 0],
\]

(15)

where \( [x]^* \) denotes the least integer number among numbers that are greater or equal to \( x \), \( \{ d(k) : k \geq 0 \} \) are coefficients determined by the relation \( \sum_{k=0}^\infty d(k)x^k = \left( \sum_{j=0}^\infty y^j \right)^n \), \( D^* \) is a linear transformation which acts on an arbitrary function \( x(t), t > 0 \), by formula

\[
D^* x(t) = \sum_{k=0}^\infty x(t + \tau k)d(k).
\]

(16)
Proof. From (1) we can obtain the formal equation
\[
\xi(t) = \frac{1}{1 - Br(t)\beta} \xi^n(t, \tau) = \sum_{j=0}^{\infty} d(j) \xi^n(t - \tau j, \tau),
\]
and the relations
\[
\int_{-\infty}^{\infty} a(t)\xi(t) dt = -\int_{-\infty}^{\infty} v_\tau(t)\xi(t) dt + \frac{1}{\lambda} \int_{-\infty}^{\infty} \sum_{k=0}^{\infty} a(t + \tau k) d(k) \xi(n)(t, \tau) dt,
\]
\[
\int_{-\infty}^{\infty} b_{\tau}(k)\xi^n(t, \tau) dt = \int_{-\infty}^{\infty} \xi(t) \sum_{l=\lfloor -\frac{t}{\tau} \rfloor}^{\frac{t}{\tau}} (-1)^l C^n_l b_{\tau}(t + \tau l) dt + \int_{-\infty}^{\infty} \xi(t) \sum_{l=\lfloor -\frac{t}{\tau} \rfloor}^{\frac{t}{\tau}} (-1)^l C^n_l b_{\tau}(t + \tau l) dt.
\]
From the last two relations we can get the representation of the functional $A\xi$ and relations (15), (14).

Conclusion 2 The linear functional $A_\tau \xi$ admits a representation $A_\tau \xi = B_\tau \xi - V_\tau \xi$, where
\[
B_\tau \xi = \int_{0}^{T} b_\tau(t)\xi^n(t, \tau) dt, \quad V_\tau \xi = \int_{-\infty}^{0} v_\tau(t)\xi(t) dt,
\]
and functions $b_\tau(t), t \in [0, T]$, and $v_\tau(t), t \in [-\tau n; 0]$, are defined by formulas (14) and (15) respectively under the condition $a(t) = 0$ for $t > T$.

We will suppose that the following restrictions on the function $b_{\tau}(t)$ hold true
\[
\int_{0}^{\infty} |b_\tau(t)| dt < \infty, \quad \int_{0}^{\infty} t|b_\tau(t)|^2 dt < \infty.
\]
Under these conditions the functional $B_\tau \xi$ has the second moment and the operator $B^* \tau$ defined below is compact. Since the functions $a(t)$ and $b_{\tau}(t)$ are related by (15), the following conditions hold true
\[
\int_{0}^{\infty} |D^na(t)| dt < \infty, \quad \int_{0}^{\infty} t|D^n a(t)|^2 dt < \infty.
\]
Let $\tilde{A}_\xi$ denote the mean square optimal linear estimate of the functional $A_\xi$ from observations of the process $\xi(t)$ for $t < 0$ and let $\tilde{B}_\xi$ denote the mean square optimal linear estimate of the functional $B_\xi$ from observations of the stochastic $n$th increment process $\xi^n(t, \tau)$ for $t < 0$. Let $\Delta(f, \tilde{A}_\xi) := E[A_\xi - \tilde{A}_\xi]^2$ denote the mean square error of the estimate $\tilde{A}_\xi$ and let $\Delta(f, \tilde{B}_\xi) := E[B_\xi - \tilde{B}_\xi]^2$ denote the mean square error of the estimate $\tilde{B}_\xi$. Since values $\xi(t)$ for $t \in [-\tau n; 0]$ are known, the following equality comes from lemma 1:
\[
\tilde{A}_\xi = \tilde{B}_\xi - V_\xi.
\]
Thus
\[
\Delta(f, \tilde{A}_\xi) = E[A_\xi - \tilde{A}_\xi]^2 = E[A_\xi + V_\xi - \tilde{B}_\xi]^2 = E[B_\xi - \tilde{B}_\xi]^2 = \Delta(f, \tilde{B}_\xi).
\]
Denote by $L^2_0(f)$ the subspace of the Hilbert space $L_2(f)$ generated by the set of functions
\[
h_\lambda = (1 - e^{-i\lambda T}) \int_{-\infty}^{\infty} h(t) e^{-i\lambda t} dt.
\]
Every linear estimate $\tilde{B}_\xi$ of the functional $B_\xi$ admits a representation
\[
\tilde{B}_\xi = \int_{-\infty}^{\infty} h_\lambda(1 - e^{-i\lambda T}) \int_{-\infty}^{\infty} (1 + i\lambda)^n dZ_i(\lambda),
\]
where $h_\lambda(\lambda)$ is the spectral characteristic of the estimate $\tilde{B}_\xi$. The spectral characteristic of the optimal estimate provides the minimum value of the mean square error $\Delta(f, \tilde{B}_\xi)$.

Let the stochastic increment $\xi^{(n)}(t, \tau)$ admits the canonical representation (9). Then the functional $B_\xi$ can be presented by formulas
\[
B_\xi = \int_{0}^{\infty} \int_{0}^{\infty} b_\tau(t) \varphi(u, \tau) d\eta(u, t - u) dt = \int_{-\infty}^{\infty} \int_{0}^{\infty} b_\tau(t) \varphi(u, t - u) dt d\eta(u) + \int_{0}^{\infty} \int_{u}^{\infty} b_\tau(t) \varphi(u, t - u) dt d\eta(u).
\]
As the relation $H^0(\xi^{(n)}) = H^0(\eta)$ holds true and increments of the process $\eta(t)$ are orthogonal, the optimal estimate $\tilde{B}_\xi$ of the functional $B_\xi$ is calculated as
\[
\tilde{B}_\xi = \int_{-\infty}^{\infty} \int_{0}^{\infty} b_\tau(t) \varphi(u, \tau - u) d\eta(u) + \int_{-\infty}^{\infty} B^* \varphi_\lambda(\lambda) d\eta^*(\lambda),
\]
where $B^* \varphi_\lambda(\lambda)$ and $\eta^*(\lambda)$ are inverse Fourier transforms of the function $B_\xi \varphi_\lambda(u) = \int_{-\infty}^{\infty} b_\tau(t) \varphi_\lambda(t - u) dt, u < 0$, and the process $\eta(u)$ respectively. Yaglom[6] showed that
\[
\eta^*(\lambda) = \int_{-\infty}^{\lambda} dZ_\lambda(\eta) \Phi(p).
\]
So we need to find $B^* \varphi_\lambda(\lambda)$.
\[
B^* \varphi_\lambda(\lambda) = \int_{-\infty}^{\infty} e^{i\lambda s} \int_{-\infty}^{\infty} b_\lambda(t) \varphi_\lambda(t - s) dtds = \int_{-\infty}^{\infty} e^{i\lambda s} b_\lambda(t) \int_{-\infty}^{\infty} e^{-i\lambda(s + t)} \varphi_\lambda(t + s) dtds = \int_{-\infty}^{\infty} e^{i\lambda s} b_\lambda(t) \int_{-\infty}^{\infty} e^{-i\lambda z} \varphi_\lambda(z) dzdz = B_\lambda(\Phi_\lambda(\lambda) - \int_{-\infty}^{\infty} e^{i\lambda s} b_\lambda(t) \int_{-\infty}^{\infty} e^{-i\lambda z} \varphi_\lambda(z) dzdz = B_\lambda(\Phi_\lambda(\lambda) - \int_{-\infty}^{\infty} e^{i\lambda y} \int_{-\infty}^{\infty} b_\lambda(y + z) \varphi_\lambda(z) dzdy.}
\]
Substituting the expressions (23) and (24) in (22) and using (13) one can obtain the following formulas for calculating the spectral characteristic of the optimal estimate $\tilde{B}_\xi$:
\[
h_\lambda(\lambda) = B^* \varphi_\lambda(\lambda) - r_\lambda(\lambda) \Phi_\lambda^{-1}(\lambda),
\]
The spectral characteristic of a linear estimate can be calculated by formula (29), where $B^\tau$ is a linear operator in $L_2([0, \infty))$ space which defined by the relation

$$B^\tau(\lambda) = \int_0^\infty b_\tau(t)e^{i\lambda t}dt, \quad r_\tau(\lambda) = \int_0^\infty e^{i\lambda t}(B^\tau \varphi_\tau)(t)dt,$$

where $B^\tau$ is a linear operator in $L_2([0, \infty))$ space which defined by the relation

$$(B^\tau \varphi_\tau)(t) = \int_0^\infty b_\tau(t+u)\varphi_\tau(u)du.$$

Here $\varphi_\tau(u) = \varphi^{(n)}(u, \tau)$ is the function from the moving average representation (9). The operator $B^\tau$ is compact providing (18).

The value of the mean square error $\Delta(f, \hat{B}\xi)$ can be calculated by the formula

$$\Delta(f, \hat{B}\xi) = E|B\xi - \hat{B}\xi|^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} |r_\tau(\lambda)|^2 d\lambda = ||B^\tau \varphi_\tau||^2. \quad (26)$$

**Theorem 4** Let a stochastic process $\{\xi(t), m \in Z\}$ determine a stationary stochastic nth increment process $\xi^{(n)}(t, \tau)$ with absolutely continuous spectral function $F(\lambda)$ and spectral density $f(\lambda)$ which admits the canonical factorization (11). The optimal linear estimate $\hat{B}\xi$ of the functional $B\xi$ which depends on the unobserved values $\{\xi^{(n)}(t, \tau) : t \geq 0, \tau > 0\}$, from observations of the process $\xi(t)$ for $t < 0$ can be calculated by formula (21). The spectral characteristic $h_{\mu}(\lambda)$ of the optimal linear estimate $\hat{B}\xi$ can be calculated by formula (25). The value of the mean square error $\Delta(f, \hat{B}\xi)$ can be calculated by formula (26).

Using Theorem 4 and representation (8), we can obtain the optimal estimate of an unobserved value $\xi^{(n)}(u, \tau)$, $\tau > 0$, at the point $u \geq 0$ from observations of the process $\xi(t)$ for $t < 0$. The singular component $\xi^{(s)}(u, \tau)$ of representation (8) of the process has errorless estimate. We will use formula (25) to obtain the spectral characteristic $h_{u,\tau}(\lambda)$ of the optimal estimate $\hat{\xi}^{(n)}(t, \tau)$ of the regular component $\xi^{(n)}(u, \tau)$ of the process. Consider a function $B^\tau(\lambda) = e^{i\lambda u}$. It follows from the derived formula that the spectral characteristic of the estimate

$$\hat{\xi}^{(n)}(u, \tau) = \xi^{(s)}(u, \tau) + \int_{-\infty}^{\infty} h_{u,\tau}(\lambda)(1 - e^{-i\lambda \tau})^n \frac{1 + i\lambda}{(i\lambda)^n} dZ(\lambda) \quad (27)$$

can be calculated by the formula

$$h_{u,\tau}(\lambda) = e^{i\lambda u} - \Phi^{-1}_\tau(\lambda) \int_0^\infty \varphi_\tau(y)e^{-i\lambda y}dy. \quad (28)$$

The value of the mean square error can be calculated by the formula

$$\Delta(f, \hat{\xi}^{(n)}(u, \tau)) = \frac{1}{2\pi} \int_0^\infty |\varphi_\tau(y)|^2 dy. \quad (29)$$

The following statement holds true.

**Conclusion 3** The optimal linear estimate $\hat{\xi}^{(n)}(u, \tau)$ of the value $\xi^{(n)}(u, \tau)$, $\tau > 0$, at the point $u \geq 0$ of the increment process $\xi^{(n)}(t, \tau)$ from observations of the process $\xi(t)$, $t < 0$, can be calculated by formula (27). The spectral characteristic $h_{u,\tau}(\lambda)$ of the optimal linear estimate $\hat{\xi}^{(n)}(u, \tau)$ can be calculated by formula (28). The value of mean square error $\Delta(f, \hat{\xi}^{(n)}(u, \tau))$ of the optimal linear estimate can be calculated by formula (29).

Making use relation (20) we can find the optimal estimate $\hat{A}\xi$ of the functional $A\xi$ from observations of the process $\xi(t)$ for $t < 0$. These estimate can be presented in the following form:

$$\hat{A}\xi = -\int_{-\tau_n}^0 v_\tau(t)\xi(t)dt + \int_{-\infty}^{\infty} h_{u,\tau}(\lambda)(1 - e^{-i\lambda \tau})^n \frac{1 + i\lambda}{(i\lambda)^n} dZ(\lambda), \quad (30)$$

where the function $v_\tau(t)$, $t = [-\tau_n, 0)$, is defined by relation (14). Using the relationship (15) between the functions $a(t)$ and $b_\tau(t)$, $t \geq 0$, we obtain the following equation:

$$(B^\tau \varphi_\tau)(t) = \int_0^\infty D^*a(t+u)\varphi(u, \tau)du = \int_0^\infty (A\varphi_\tau)(t)du. \quad (32)$$

Thus the spectral characteristic and the value of the mean square error of the optimal estimate $\hat{A}\xi$ can be calculated by the formulas

$$\hat{h}_{u,\tau}(\lambda) = A(\lambda) - r^{(n)}_\tau(\lambda)\Phi^{-1}_\tau(\lambda), \quad (31)$$

$$A(\lambda) = \int_0^\infty D^*a(t)e^{i\lambda t}dt, \quad (32)$$

$$r^{(n)}_\tau(\lambda) = \int_0^\infty D^*(A\varphi_\tau)(t)e^{i\lambda t}dt. \quad (33)$$

The following theorem holds true.

**Theorem 5** Let a stochastic process $\{\xi(t), t \in R\}$ determine a stationary stochastic nth increment process $\xi^{(n)}(t, \tau)$ with absolutely continuous spectral function $F(\lambda)$ and spectral density $f(\lambda)$ which admits the canonical factorization (11). The optimal linear estimate $\hat{\xi}$ of the functional $A\xi$ of unobserved values $\{\xi(t, \tau) : t \geq 0, \tau > 0\}$, from observations of the process $\xi(t)$ for $t < 0$ can be calculated by formula (30). The spectral characteristic $\hat{h}_{\mu}(\lambda)$ of the optimal linear estimate $\hat{\xi}$ can be calculated by formula (31). The value of the mean square error $\Delta(f, \hat{\xi})$ of the optimal linear estimate can be calculated by formula (33).

Consider now the problem of the mean square optimal estimation of the functional $A\xi$. The optimal estimate of the functional can be calculated by formula

$$\hat{\xi} = -\int_{-\tau_n}^0 v_\tau(t)\xi(t)dt + \int_{-\infty}^{\infty} h_{u,\tau}(\lambda)(1 - e^{-i\lambda \tau})^n \frac{1 + i\lambda}{(i\lambda)^n} dZ(\lambda), \quad (34)$$

Making use relation (20) we can find the optimal estimate $\hat{A}\xi$ of the functional $A\xi$ from observations of the process $\xi(t)$ for $t < 0$. These estimate can be presented in the following form:
where the function $v_{\tau,T}(t)$, $t \in [-\tau n;0]$, can be calculated by formulas

$$v_{\tau,T}(t) = \sum_{t=-T}^{\tau T} (-1)^i C_i \beta_{\tau,T}(t+\tau t), \quad t \in [-\tau n;0],$$

$$b_{\tau,T}(t) = \sum_{k=0}^{T=\tau} a(t + \tau k)d(k) = D_T^x a(t), \quad t \in [0;T].$$

Here $D_T^x$ is a linear transformation which acts on an arbitrary function $x(t)$, $t \in [0,T]$, as

$$D_T^x x(t) = \sum_{k=0}^{T=\tau} x(t + \tau k)d(k).$$

The spectral characteristic $h_{\tau,T}(\lambda)$ and the value of the mean square error $\Delta(f,\hat{A}_{T}\xi)$ of the estimate $\hat{A}_{T}\xi$ can be calculated by formulas

$$h_{\tau,T}(\lambda) = A_{\tau,T}(\lambda) - r_{\tau,T}(\lambda)\Phi^{-1}(\lambda),$$

$$A_{\tau,T}(\lambda) = \int_0^T D_T^x a(t)e^{i\lambda t}dt,$$

$$r_{\tau,T}(\lambda) = \int_0^T D_T^x (\mathbf{A}_{T}\varphi_r)(t)e^{i\lambda t}dt,$$

where $\mathbf{A}_{T}$ is a linear operator in $L_2([0,\infty))$ space defined by formula

$$(\mathbf{A}_{T}\varphi_r)(t) = \int_0^{T-t} a(t + u)\varphi_r(u)du,$$

and linear operator $D_T^x\mathbf{A}_{T}\varphi_r$ in $L_2([0,\infty))$ space is defined by formula

$$D_T^x(\mathbf{A}_{T}\varphi_r)(t) = \sum_{k=0}^{T=\tau} \int_{t-k}^{t-t-k} a(u + \tau k)\varphi_r(u)d(k)du;$$

$$\Delta(f,\hat{A}_{T}\xi) = E|A_{T}\xi - \hat{A}_{T}\xi|^2 =$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} |r_{\tau,T}(\lambda)|^2 d\lambda = ||D_T^x\mathbf{A}_{T}\varphi_r||^2. \quad (37)$$

Consequently, the following theorem holds true.

**Theorem 6** Let a stochastic process $\{\xi(t), t \in R\}$ determine a stationary stochastic nth increment process $\xi^{(n)}(t,\tau)$ with absolutely continuous spectral function $F(\lambda)$ and spectral density $f(\lambda)$ which admits the canonical factorization (11). The optimal linear estimate $\hat{A}_{T}\xi$ of the functional $A_{T}\xi$ of unobserved values $\xi(t)$, $t \geq 0$, from observations of the process $\xi(t)$ for $t < 0$ can be calculated by formula (34). The spectral characteristic $h_{\tau,T}(\lambda)$ of the optimal linear estimate $A_{T}\xi$ can be calculated by formula (35). The value of mean square error $\Delta(f,\hat{A}_{T}\xi)$ can be calculated by formula (37).

Consider the case where $\tau > u \geq 0$. In this case the optimal mean square estimate of the value $\xi(u)$ at the point $u \geq 0$ from observations $\xi(t)$ for $t < 0$ can be calculated by formula

$$\hat{\xi}(u) = \sum_{l=1}^{T} (-1)^{l+1}C_n\xi(u - lr) +$$

$$+ \int_{-\infty}^{\infty} h_{u,\tau}(\lambda)(1 - e^{-i\lambda r})n(1 + i\lambda)n(\lambda)ln dZ(\lambda). \quad (38)$$

The spectral characteristic $h_{u,\tau}(\lambda)$ and the value of the mean square error $\Delta(f,\hat{\xi}(u)) = \Delta(f,\hat{\xi}(u),\tau)$ of the estimate $\hat{\xi}(u)$ can be calculated by formulas (28) and (29) respectively.

Consequently, the following statement holds true.

**Conclusion 4** Let $\tau > u \geq 0$. The optimal mean square estimate $\xi(u)$ of the unknown value of the element $\xi(u)$ from observations of the process $\xi(t)$ for $t < 0$ can be calculated by formula (38). The spectral characteristic $h_{u,\tau}(\lambda)$ of the optimal linear estimate $\hat{\xi}(u)$ can be calculated by formula (29). The value of mean square error $\Delta(f,\hat{\xi}(u))$ can be calculated by formula (29).

**Remark 1** Using relation (12) we can find a relationship between functions $\varphi_r(t)$, $t \geq 0$, and $\varphi(t)$, $t \geq 0$. Since

$$\int_{-\infty}^{\infty} \ln |1 - e^{-i\lambda r}|^2 \frac{2n + \lambda^2}{\lambda ln} \frac{1}{|1 + \lambda^2|} d\lambda < \infty$$

for all $n \geq 1$ and $\tau > 0$, there are functions $\omega_r(t)$, $t \geq 0$, and

$$\Omega_r(\lambda) = \int_0^\infty \omega_r(\lambda)e^{-i\lambda t}dt$$

such that

$$||\omega_r(\lambda)||^2 = \int_0^\infty \omega_r(\lambda)^2 dt < \infty,$$

$$\int_0^\infty |1 - e^{-i\lambda r}|^2 \int_0^\infty |\omega_r(\lambda)|^2 d\lambda = ||\Omega_r(\lambda)||^2$$

and the following relation holds true:

$$\Phi_r(\lambda) = \Omega_r(\lambda)\Phi(\lambda). \quad (39)$$

From (39) using the inverse Fourier transform we get

$$\varphi_r(t) = \int_0^\infty e^{i\lambda t}\Omega_r(\lambda)\Phi(\lambda)d\lambda =$$

$$= \int_0^\infty \varphi(x)\int_0^\infty e^{i\lambda(t-x)}\Omega_r(\lambda)d\lambda dx =$$

$$= \int_0^t \omega_r(t - x)\varphi(x)dx. \quad (40)$$

Therefore, the functions $\varphi_r(t)$, $t \geq 0$, and $\varphi(t)$, $t \geq 0$, from the space $L_2([0,\infty))$ are related by the relation

$$\varphi_r(t) = W^\tau \varphi(t) = \int_0^t \omega_r(t - x)\varphi(x)dx, \quad (40)$$

where $W^\tau$ is a linear operator in the space $L_2([0,\infty))$ defined by the function $\omega_r(t)$, $t \geq 0$, from the space $L_2([0,\infty))$. In the case where the functions $\varphi_r(t)$ and $\varphi(t)$ are defined on segment $[0,T]$, which means $\varphi_r(t) = \varphi(t) = 0$ for $t > T$, the relation between functions is defined by (40) for $t \in [0,T]$. 
4 Minimax-robust method of extrapolation

The proposed formulas may be employed under the condition that the spectral density $f(\lambda)$ of the considered stochastic process $\xi(t)$ with stationary nth increments is known. The value of the mean square error $\Delta(h^a_T(f); f) := \Delta(f, \hat{A}_T)$ and the spectral characteristic $h^a_T(f)$ of the optimal linear estimate $\hat{A}_T \xi$ of the functional $A_T \xi$ which depends on unknown values $\xi(t)$ can be calculated by formulas (31) and (33), the value of mean square error $\Delta(h^a_T(f); f) := \Delta(f, \hat{A}_T \xi)$ and the spectral characteristic $h^a_T(f)$ of the optimal linear estimate $\hat{A}_T \xi$ of the functional $A_T \xi$ which depends on unknown values $\xi(t)$, $t \geq 0$, can be calculated by formulas (35) and (37). In the case where the spectral density is not known, but a set $D$ of admissible spectral densities is given, the minimax (robust) approach to estimation of the functionals of the unknown values of a stochastic process with stationary increments is reasonable. In other words we are interested in finding an estimate that minimizes the maximum of the mean square errors for all spectral densities from a given class $D$ of admissible spectral densities simultaneously.

Definition 4 For a given class of spectral densities $D$ a spectral density $f_0(\lambda) \in D$ is called least favorable in $D$ for the optimal linear estimate the functional $A_T \xi$ if the following relation holds true:

$$\Delta(f^0) = \Delta(h^a_T(f^0); f^0) = \max_{f \in D} \Delta(h^a_T(f); f).$$

Definition 5 For a given class of spectral densities $D$ a spectral characteristic $h^0(\lambda)$ of the optimal linear estimate of the functional $A_T \xi$ is called minimax-robust if there are satisfied conditions

$$h^0(\lambda) \in H_D = \bigcap_{f \in D} L^0_* (f),$$

$$\min_{h \in H_D} \max_{f \in D} \Delta(h; f) = \sup_{f \in D} \Delta(h^0; f).$$

Analyzing the derived formulas and using the introduced definitions we can conclude that the following statements are true.

Lemma 2 Spectral density $f^0(\lambda) \in D$ which admits the canonical factorization (11) is the least favorable in the class of admissible spectral densities $D$ for the optimal linear estimation of the functional $A_T \xi$ if

$$f^0(\lambda) = \left[ \int_0^T \varphi^0(t) e^{-i\lambda t} dt \right]^2,$$

where $\varphi^0(t), t \in [0; \infty)$ is a solution to the conditional extremum problem

$$||D^*A_T \varphi||^2 \rightarrow \max, \quad f(\lambda) = \left[ \int_0^\infty \varphi(t) e^{-i\lambda t} dt \right]^2 \in D, \quad (42)$$

Lema 3 Spectral density $f^0(\lambda) \in D$ which admits the canonical factorization (11) is the least favorable in the class of admissible spectral densities $D$ for the optimal linear estimation of the functional $A_T \xi$ if

$$f^0(\lambda) = \int_0^T \varphi^0(t) e^{-i\lambda t} dt,$$

where $\varphi^0(t), t \in [0; T], \lambda \in \mathbb{R}$ is a solution to the conditional extremum problem

$$||D^*A_T \varphi||^2 \rightarrow \max, \quad f(\lambda) = \left[ \int_0^T \varphi(t) e^{-i\lambda t} dt \right]^2 \in D, \quad (44)$$

If $h^a_T(f^0) \in H_D$, the minimax-robust spectral characteristic can be calculated as $h^0 = h^a_T(f^0)$.

The minimax-robust spectral characteristic $h^0$ and the least favorable spectral density $f^0$ form a saddle point of the function $\Delta(h; f)$ on the set $H_D \times D$. The saddle point inequalities

$$\Delta(h; f^0) \geq \Delta(h^0; f^0) \geq \Delta(h^0; f) \quad \forall f \in D, \forall h \in H_D$$

hold true if $h^0 = h^a_T(f^0)$ and $h^a_T(f^0) \in H_D$, where $f^0$ is a solution to the conditional extremum problem

$$\Delta(h^0; f^0) = - \Delta(h^0; f^0) \rightarrow \inf, \quad f \in D, \quad (45)$$

$$\Delta(h^a_T(f^0); f) = \frac{1}{2\pi} \int_{-\infty}^{\infty} ||r(\lambda)||^2 f(\lambda) d\lambda.$$
where $\psi(\lambda) \leq 0$ and $\psi(\lambda) = 0$ if $f_0(\lambda) > 0$. Therefore, the least favorable density in the class $D_0$ for the optimal linear estimation of the functional $A^T \xi$ can be presented in the form

$$f_0(\lambda) = \left| c \int_0^\infty D^T(A \varphi_0^0(t))e^{-i\lambda t}dt \right|^2,$$

(46)

where the unknown function $c\varphi_0^0(t)$ can be calculated using factorization (11), equation (40), condition (42) and condition $\int_{-\infty}^\infty |\varphi_0(\lambda)|^2d\lambda = 2\pi P_0$.

Consider the equation

$$D^TAW^T\varphi = \alpha \varphi, \quad \alpha \in C.$$

(47)

For each solution of this equation such that $||\varphi||^2 = \frac{1}{2\pi} \int_{-\infty}^\infty |\varphi(\lambda)|^2d\lambda = P_0$ the following relation holds true:

$$f_0(\lambda) = \left| \int_0^\infty \varphi(t)e^{-i\lambda t}dt \right|^2 =$$

$$= \left| c \int_0^\infty D^T(AW^T\varphi)(t)e^{i\lambda t}dt \right|^2.$$

Denote by $\nu_0 P_0$ the maximum value of $||D^TAW^T\varphi||^2$ on the set of those solutions $\varphi$ of equation (47), which satisfy condition $||\varphi||^2 = P_0$ and define canonical factorization (11) of the spectral density $f_0(\lambda)$. Let $\nu_0 P_0$ be the maximum value of $||D^TAW^T\varphi||^2$ on the set of those $\varphi$ which satisfy condition $||\varphi||^2 = P_0$ and define canonical factorization (11) of the spectral density $f_0(\lambda)$ defined by (46).

The derived equations and conditions give us a possibility to verify the validity of following statement.

**Theorem 7** If there exists a solution $\varphi^0 = \varphi^0(t)$ of equation (47) which satisfies conditions $||\varphi^0||^2 = P_0$ and $\nu_0 P_0 = ||D^TAW^T\varphi^0||^2$, the spectral density (41) is the least favorable density in the class $D_0$ for the optimal estimation of the functional $A^T \xi$ of unknown values $\xi(t)$, $t \geq 0$, of the stochastic process $\xi(t)$ with stationary nth increments. The increment $\xi(t)\xi(t)$ admits a one-sided moving average representation. If $\nu_0 < \nu_0^+$, the density (46) which admits the canonical factorization (11) is the least favorable in the class $D_0$. The function $c\varphi^0 = c\varphi^0(t)$ is determined by equality (40), condition (42) and condition $\int_{-\infty}^\infty |\varphi_0(\lambda)|^2d\lambda = 2\pi P_0$. The minimax-robust spectral characteristic is calculated by formulas (31), (32) substituting $f(\lambda)$ by $f_0(\lambda)$.

Consider the problem of optimal estimation of the functional $A^T \xi$. In this case the least favorable spectral density is determined by the relation

$$f_0(\lambda) = \left| c \int_0^T D^T(A_T^T \varphi_0^0(t))e^{i\lambda t}dt \right|^2.$$

(48)

Define a linear operator $\hat{A}$ in the space $L_2([0, \infty))$ by relation

$$(\hat{A}^T \varphi)(t) = \int_0^t a(T-t+u)\varphi_0(u)du.$$

(49)

Taking into consideration (40), we have the following equality

$$\left| r_{\tau, T}(\lambda) \right|^2 = \left| \int_0^T D^T(A_T W^T \varphi)(t)e^{-i\lambda t}dt \right|^2 =$$

$$= \left| \int_0^T D^T(\hat{A} T W^T \varphi)(t)e^{-i\lambda t}dt \right|^2,$$

(50)

where the linear operator $D^T \hat{A}_T W^T \varphi$ in the space $L_2([0, \infty))$ is calculated by formula

$$D^T(\hat{A} T W^T \varphi)(t) = \sum_{k=0}^T \int_{t-k}^{t-k+1} a(T-t+u+tk)\varphi_0(u)du.$$

Therefore each solution $\varphi = \varphi(t), t \in [0, T]$, of the equation

$$D^T A_T W^T \varphi = \alpha \varphi, \quad \alpha \in C,$$

(51)

or the equation

$$D^T \hat{A}_T W^T \varphi = \beta \varphi, \quad \beta \in C,$$

(52)

such that $||\varphi||^2 = P_0$, satisfies the following equality

$$f_0(\lambda) = \left| \int_0^T \varphi(t)e^{-i\lambda t}dt \right|^2 = \left| c r_{\tau, T}(\lambda) \right|^2.$$

Denote by $\nu_0^+ P_0$ the maximum value of $||D^T A_T W^T \varphi||^2$ on the set of solutions $\varphi$ of the equation (51) or the equation (52), which satisfy condition $||\varphi||^2 = P_0$ and determine the canonical factorization (11) of the spectral density $f_0(\lambda)$ in $D_0$. Let $\nu_0^+ P_0$ be the maximum value of $||D^T A_T W^T \varphi||^2$ on the set of those $\varphi$ which satisfy condition $||\varphi||^2 = P_0$ and determine the canonical factorization (11) of the spectral density $f_0(\lambda)$ defined by (48).

The following statement holds true.

**Theorem 8** If there exists a solution $\varphi^0 = \varphi^0(t), t \in [0, T]$ of equation (51) or equation (52) such that $||\varphi^0||^2 = P_0$ and $\nu_0^+ P_0 = ||D^T A_T W^T \varphi^0||^2$, the spectral density (43) is least favorable in the class $D_0$ for the optimal estimation of the functional $A^T \xi$ of unknown values $\xi(t), t \in [0, T]$, of the stochastic process $\xi(t)$ with stationary nth increments. The increment $\xi(t)\xi(t)$ admits a one-sided moving average representation. If $\nu_0 < \nu_0^+$, the density (48) which admits the canonical factorization (11) is the least favorable in the class $D_0$. The function $c\varphi^0 = c\varphi^0(t), t \in [0, T]$, is determined by equation (40), condition (44) and condition $\int_{-\infty}^\infty |\varphi_0(\lambda)|^2d\lambda = 2\pi P_0$. The minimax-robust spectral characteristic is calculated by formulas (35), (36) substituting $f(\lambda)$ by $f_0(\lambda)$.

6 Least favorable spectral densities

in the class $D_\nu$

Consider the case where the spectral density $f(\lambda)$ is not known, but the following set of spectral densities is given

$$D_\nu = \left\{ f(\lambda) \mid f(\lambda) \leq f(\lambda) \leq u(\lambda), \int_{-\infty}^\infty f(\lambda)d\lambda = 2\pi P_0 \right\}.$$
where \( v(\lambda) \) and \( u(\lambda) \) are some given (fixed) spectral densities. It follows from the condition \( 0 \in \partial \Delta_2(\phi^0) \) for \( \mathcal{D} = D^\nu_0 \) that the least favorable density \( f^0(\lambda) \) in the class \( D^\nu_0 \) for the optimal linear estimation of the functional \( A_2 \) is of the form

\[
f^0(\lambda) = \max \left\{ v(\lambda), 0 \right\}, \quad s^0_{\phi}(\lambda) = c \int_0^\infty \mathbf{D}^\top (\mathbf{A} \phi^0_\nu)(t) e^{i\lambda t} dt,
\]

where the unknown function \( c\phi^0_\nu(t) \) can be calculated using factorization (11), equation (40), conditions (42) and \( \int_0^\infty |\phi^0(\lambda)|^2 d\lambda = 2\pi P_0 \).

Denote by \( \nu_\text{aw} P_0 \) the maximum value of \( ||D^\nu \mathbf{A}^\top \mathbf{W}^\top \phi^0||^2 \) on the set of those solutions \( \phi \) of equation (47) which satisfy condition \( ||\phi||^2 = P_0 \), inequalities

\[
v(\lambda) \leq \left| \int_0^\infty \phi(t) e^{-i\lambda t} dt \right|^2 \leq u(\lambda)
\]

determine the canonical factorization (11) of the spectral density \( f(\lambda) \) and define the canonical factorization (11) of the spectral density \( f^0(\lambda) \) determined by (53).

Theorem 9. If there exists a solution \( \varphi^0 = \varphi^0(t) \) of equation (47) which satisfies conditions \( ||\varphi^0||^2 = P_0 \) and \( \nu_\text{aw}^+ \nu^0_\nu = \nu^{+\top}_\text{aw} P_0 = ||D^\nu_2 \mathbf{A}_2^\top \mathbf{W}^\top \varphi^0||^2 \), the spectral density (41) is the least favorable in the class \( D^\nu_0 \) for the optimal estimation of the functional \( A_2 \) of unknown values \( \xi(t), t \geq 0 \), of the stochastic process \( \xi(t) \) with stationary \( n \)th increments. The increment \( \xi(n)(t, \tau) \) admits one-sided moving average representation. If \( \nu^0_\text{aw} < \nu^{+\top}_\text{aw} \), the density (53) which admits the canonical factorization (11) is the least favorable in the class \( D^\nu_0 \).

Theorem 10. If there exists a solution \( \varphi^0 = \varphi^0(t) \) of equation (47) which satisfies conditions \( ||\varphi^0||^2 = P_0 \) and \( \nu_\text{aw}^+ \nu^0_\nu = \nu^{+\top}_\text{aw} P_0 = ||D^\nu_2 \mathbf{A}_2^\top \mathbf{W}^\top \varphi^0||^2 \), spectral density (43) is the least favorable in the class \( D^\nu_0 \) for the optimal estimation of the functional \( A_2 \) of unknown values \( \xi(t), t \geq 0 \), of the stochastic process \( \xi(t) \) with stationary \( n \)th increments. The increment \( \xi(n)(t, \tau) \) admits one-sided moving average representation. If \( \nu^0_\text{aw} < \nu^{+\top}_\text{aw} \), the density (54), which admits the canonical factorization (11) is the least favorable in the class \( D^\nu_0 \). The function \( c\varphi^0 = c\varphi^0(t) \), \( t \geq 0 \), is determined by equation (40), conditions (44) and \( \int_0^\infty |\varphi(\lambda)|^2 d\lambda = 2\pi P_0 \). The minimax-robust spectral characteristic is calculated by formulas (35), (36) substituting \( f(\lambda) \) by \( f^0(\lambda) \).

7 Least favorable spectral densities in the class \( D_\delta \)

Consider the problem of the optimal estimation of the functionals \( A_2 \xi \) and \( A_2 \xi \) of unknown values \( \xi(t), t \geq 0 \), of the stochastic process \( \xi(t) \) with stationary \( n \)th increments in the case where the spectral density is not known, but the following set of spectral densities is given

\[
\mathcal{D}_\delta = \left\{ f(\lambda) \left| \frac{1}{2\pi} \int_{-\infty}^\infty |f(\lambda) - \nu(\lambda)| d\lambda \leq \delta \right. \right\},
\]

where \( \nu(\lambda) \) is a bounded spectral density. It comes from the condition \( 0 \in \partial \Delta_\rho(\phi^0) \) that the least favorable spectral densities in the class \( D_\delta \) for optimal linear extrapolation of the functional \( A_2 \) can be presented in the form

\[
f^0(\lambda) = \max \left\{ v(\lambda), 0 \right\}, \quad s^0_{\phi}(\lambda) = c \int_0^T \mathbf{D}^\top (\mathbf{A} \varphi^0_\nu)(t) e^{i\lambda t} dt,
\]

where unknown function \( c\varphi^0_\nu(t) \) is determined by the factorization (11), equation (40), condition (42) and condition

\[
\frac{1}{2\pi} \int_{-\infty}^\infty |\varphi(\lambda)|^2 d\lambda = \delta + \frac{1}{2\pi} \int_{-\infty}^\infty v(\lambda)d\lambda = P_1.
\]

Define by \( \nu_3 P_1 \) the maximum value of \( ||D^\nu \mathbf{A}^\top \mathbf{W}^\top \varphi^0||^2 \) on the set of those \( \varphi \) which belongs to the set of solutions of equation (47), satisfy equation \( ||\varphi||^2 = P_1 \), inequality

\[
v(\lambda) \leq \left| \int_0^\infty \varphi(t) e^{-i\lambda t} dt \right|^2
\]

determine the canonical factorization (11) of the spectral density \( f(\lambda) \) and define the canonical factorization (11) of the spectral density \( f^0(\lambda) \) determined by (54). The following statement holds true.

Theorem 11. If there exists a solution \( \varphi^0 = \varphi^0(t) \) of equation (47) which satisfies conditions \( ||\varphi^0||^2 = P_0 \) and \( \nu_\text{aw}^+ \nu^0_\nu = \nu^{+\top}_\text{aw} P_0 = ||D^\nu_2 \mathbf{A}_2^\top \mathbf{W}^\top \varphi^0||^2 \), the spectral density (41) is the least favorable in the class \( D_\delta \) for the optimal extrapolation of the functional \( A_2 \xi \) of unknown values \( \xi(t), t \geq 0 \), of the stochastic process \( \xi(t) \) with stationary
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