Abstract. Data integration is concerned with unifying data that share some common semantics but originate from unrelated sources. Necessarily, when we work on data integration, we must take into account a more important and complex concept called “heterogeneity”. We begin by introducing Data integration systems (DIS), Ontologies and other preliminary concepts that will be used throughout the presentation. We will discuss how can Ontologies support Integration? Also about the Ontologies and integration problems. We define architecture used for Semantic Query Distribution and we formally discuss the problem of query rewriting inside our data integration framework. Finally, we close this paper illustrating the current problem future work.
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1. Introduction

Data Integration systems attempt to provide users with seamless and flexible access to information from multiple autonomous, distributed and heterogeneous data sources through a unified query interface. Ideally, a data integration system should allow users to specify what information is needed without having to provide detailed instructions on how or from where to obtain the information. Data integration is the problem of combining data residing at different sources, and providing the user with a unified view of these data. The problem of designing data integration systems is important in current real world applications, and is characterized by a number of issues that are interesting from a theoretical point of view. This paper is focused on some of these theoretical issues, with special emphasis on the following topics.

Data Integration is mainly composed by the global schema, the data sources and the mapping between them. Data sources store the information of the system and their structure is described by a source schema. The global schema is a virtual integration of these source schemas, in order to provide a unified view to the user. It works like a mediator between the user and the sources, allowing users to query the mediator and receive results from data sources.

2. Data Integration

A data integration system I is a triple (G,S,M) where:
• G is the global schema expressed in a language LG over an alphabet AG. The alphabet comprises a symbol for each element of G (i.e. a relation if G is relational, a concept or role if G is a Description Logic, etc.)
• S is the source schema, expressed in a language LS over an alphabet AS. The alphabet AS includes a symbol for each element of the sources.
• M is the mapping between G and S constituted by a set of assertions in the forms:
  \[ q_S \rightarrow q_G \]
  \[ q_G \rightarrow q_S \]
where \( q_S \) and \( q_G \) are two queries of the same arity, respectively over the source schema S and over the global schema G. Queries \( q_S \) are expressed in a query language \( L_{M:S} \) over an alphabet \( A_S \).

Queries \( q_G \) are expressed in a query language \( L_G \) over an alphabet \( A_G \). Intuitively, an assertion \( q_S \rightarrow q_G \) specifies that instances resulting from the query \( q_S \) over the sources correspond to instances in the global schema represented by the query \( q_G \) (similarly for an assertion of type \( q_G \rightarrow q_S \)).

3. The Data Integration Problems

![Figure 1. About Data Integration Problems](image-url)
Merging required data from different sources is not an easy job, it has lot of problems like as Detecting correspondences between similar concepts that come from different sources, and conflict solving. Combining data coming from different data sources and providing the user with a unified vision of the Data.

3.1. Problem of Designing Data Integration Systems

The problem of designing data integration systems is important in current real world applications, and is characterized by a number of issues that are interesting from a theoretical point of view. The typical problems of data design are given a data model, organizing data according to the chosen data model in order to avoid inconsistencies and allow query optimization.

4. Data Integration in the General Context

For integrating Data we need to follow some steps: Source schema identification (when present), Source schema reverse engineering (data source conceptual schemata), Conceptual schemata integration and restructuring, Conceptual to logical translation (of the obtained global schema) and Mapping between the global logical schema and the single schemata (logical view definition). After integration: query-answering through data views.

Mapping between the global logical schema and the single source schemata (logical view definition) has two basic approaches - GAV (Global As View), LAV (Local As View).

GAV (Global As View) can be used also in case of different data models. In that case a model transformation is required GAV. Up to now we supposed that the global schema be derived from the integration process of the data source schemata. Thus the global schema is expressed in terms of the data source schemata. Such approach is called the Global As View approach.

In LAV (Local As View) The global schema has been designed independently of the data source schemata. The relationship (mapping) between sources and global schema is obtained by defining each data source as a view over the global schema.

GLAV (Global and Local As View) The relationship (mapping) between sources and global schema is obtained by defining a set of views, some over the global schema and some over the data sources.

Query processing in data integration requires a reformulation step: the query over the global schema has to be reformulated in terms of a set of queries over the sources. A main theme will be the strong relationship between query processing in data integration and the problem of query answering with incomplete information.

5. Ontology

Ontology is a controlled vocabulary that describes objects and the relationships between them in a formal way. It has a grammar for using the terms to express something meaningful within a specified domain of interest. The vocabulary is used to express queries and assertions. Ontological commitments are agreements to use the vocabulary in a consistent way for knowledge sharing.

Informally, we define an ontology as an intentional description of what’s known about the essence of the entities in a particular domain of interest using abstractions, also called concepts and their relationships. An ontology must provide knowledge in the form of concise and unambiguous concepts and their meanings.

An ontology is (part of) a knowledge base, composed by: -
- a T-Box: contains all the concept and role definitions, and also contains all the axioms of our logical theory (e.g. “A father is a Man with a Child”).
- an A-box: contains all the basic assertions (also known as ground facts) of the logical theory (e.g. “Tom is a father” is represented as Father(Tom)).

5.1. OWL (Web Ontology Language)

OWL is a language for defining and instantiating Web ontologies based on XML and RDF (Resource Description Framework). OWL is designed for use by applications that need to process the meaning of an information instead of just presenting that information to the user. OWL can be used to explicitly represent the meaning of terms in vocabularies and the relationships between those terms; by this language it is possible to infer new knowledge from a conceptualization using a specific software called reasoner. OWL provides three increasingly expressive sub-languages also called OWL dialects:

- OWL Lite: Provides classification hierarchies and simple constraints, it only permits to express relationships with maximum cardinality equal to 0 or 1.
- OWL DL: Supports those users who want a high expressiveness while retaining computational completeness and decidability. OWL DL includes all OWL language constructs, but they can only be used under certain restrictions (i.e. a class cannot be an instance of another class). OWL DL is so named due to its correspondence with Description Logics (see below).
- OWL Full: Provides the maximum expressiveness and the syntactic freedom of RDF with no guarantees on computational complexity. A key difference of this dialect from the former is that a deductive process within such a theory can be undecidable.

An ontology as a schema integration support tool for content interpretation, wrapping, inconsistency detection and resolution.

5.2. Ontology Mapping

Ontology Mapping is the process of relating similar concepts or relations of two or more information sources using equivalence relations or order relations. These
relations are commonly implemented in inference and reasoning softwares, so we can use the output ontology to perform complex tasks on them without extra effort.

5.3. Ontology Merging

Ontology Merging is the process of creating one ontology from two or more source ontologies with overlapping concepts or definitions. In the merging process the merged ontology is created from scratch, unifying all the source ontologies. In Ontology Merging there is no need for any reasoning software extensions because we reuse parts of sources ontologies without introducing new relations.

6. Ontology Integration

Ontology Integration is similar to Ontology Merging, but here the integrated ontology is created reusing parts of source ontologies as they are. A key task in Ontology Integration and Ontology Merging is the consistency checking that must ensure the absence of unforeseen or wrong implications into the merged ontology.

Integrated ontology used as a schema for querying. Ontologies used to represent the semantics of schema elements (if the schema exists). Similarities between the source ontologies guide conflict resolution.

6.1. Ontology Based Query Processing

All ontologies we are considering do not contain individuals which are instead managed by heterogeneous data sources. Description Logics has been defined to efficiently address the problem of query answering in Description Logics under constraints (exclusion dependencies and key constraints), we check the model composed by the Domain ontology, Mapping ontologies and Data source ontologies for consistency and we classify it in order to provide a sound query rewriting algorithm. All considerations regarding constraints over the global schema and their satisfaction will be the subject of future work. We note that considering the ontologies automatically extracted by ROSEX (which use disjunctions between concepts and functional roles) the mapping language and RDFS as the language for expressing the Domain ontology, the formalism of the global model.

Semantic Query distribution is the process of distributing a query (specified over the global schema) towards the data sources, following mappings between the Domain ontology and the Data source ontologies. This problem has already been addressed in the data integration literature under the names Query rewriting and Query reformulation.

The first issue we have to address is to enrich the query using the Domain ontology in order to find all the applicable mappings. Informally, considering conjunctive ABox queries (queries composed only by a conjunction of class membership assertions and property membership assertions) all we have to do is to ask a reasoned for classification and to use the inferred model to expand the query.

After this expansion algorithm will have to handle GAV and LAV mappings. Informally, using GAV mappings rewrite a term belonging to the Domain ontology (specified by the query) with a set of terms belonging to a Data source ontology while using LAV mappings rewrite a set of terms belonging to the Domain ontology with a single term belonging to a Data source ontology.
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Indeed, because of the previous considerations regarding our environment, we address these issues following a bottom-up process, by taking into consideration the current state of the art in ontology-based data integration and trying to fit current leading technologies such as SPARQL and OWL to our needs. One important thing to note is that SPARQL is in fact an RDF query language, and that we have to rewrite SPARQL queries in terms of the data source structures following mappings, for these reasons we have restricted our mapping language in order to be able to rewrite the mappings into the SPARQL syntax. The system has to answer SPARQL queries expressed in terms of the Domain ontology. The problem is to parse the query and to “move” the query towards the Data sources.

6.2. Query Rewriting Using Gav Mappings

GAV mappings are usually resolved through unfolding, that is, by simply expanding the head of the mapping with the body of the mapping, in fact these mappings directly specify how to compute (virtual) instances of the Global schema using the data sources.

Input: A query Q’ already expanded over the Domain Ontology, a query subgoal g and a GAV mapping mi.

Output: Q’rew a query where subgoal g is expanded with GAV mappings.

1: if isApplicable(mi, g) then
2: Q’.addRewriting (g, body(mi))
3: end if
4: return Q’rew = Q’

Algorithm 1: GAVHandler (Q’,g,mi)

The problem of query rewriting using GAV mappings can be performed in deterministic polynomial time, since GAV mappings directly specify how the rewriting has to be performed.

6.3. Query Rewriting Using LAV Mappings

LAV mappings specify atoms belonging to DSOs as queries over the Global schema. Since a user specifies queries over the Global schema, an algorithm should infer the inverse views to rewrite a query q, originally expressed in terms of DO, in terms of Data source ontologies. This problem is well-known in data integration and query optimization and has been extensively studied.

The problem of finding all the answers to a query given a set of views is formalized by the notion of certain answers (the definition in distinguishes the case in which the view extensions are assumed to be complete (Closed-Word Assumption) from the case in which the views may be partial (Open-World)).

Informally, with the Closed-Word Assumption, we assume that the views are assumed to contain all the tuples that would result from applying the view definition to the database. Conversely, with the Open-World Assumption the extension of the views may be missing some tuples (but they may not have incorrect tuples).

Input: A query Q’ already expanded over the Domain Ontology, a query subgoal g and a LAV mapping (view) mi.

Output: Q’rew a query where subgoal g is expanded with LAV mappings.

1: if isApplicable (mi, g) then
2: Q’.addRewriting (g, head(mi))
3: end if
4: return Q’rew = Q’

Algorithm 2: LAVHandler (Q’,g,mi)

6.4. Combining Gav and Lav Mappings

GAVhandler and LAVhandler, which given a query subgoal g rewrite it in terms of data sources using mappings.

Input: A query Q and a set V of LAV and GAV mappings.

Output: Q’ a query where each sub goal is (possibly) expanded with mappings. Q’ is represented by an AND/OR tree where each AND/OR traversal represents a query
rewriting.

1: Q' = DOhandler(Q);
2: for all Subgoal g_k such that g_k ∈ Q' do
3: for all Mapping (view) v_i such that v_i ∈ V do
4: if GAV (v_i) then
5: Q' = GAVhandler (Q', g_k, v_i);
6: else if LAV (v_i) then
7: Q' = LAVhandler (Q', g_k, v_i);
8: end if
9: end for
10: end for
11: return Q'' = Q'

Algorithm 3: queryExpand (Q, V)

7. Conclusions

The aim of this paper was to provide an overview of some of the theoretical issues underlying data integration. Several interesting problems remain open in each of the topics that we have discussed. For example, more investigation is needed for a deep understanding of the relationship between the LAV and the GAV approaches. Open problems remain on algorithms and complexity for view-based query processing, in particular for the case of rich languages for semi-structured data, for the case of exact views, and for the case of integrity constraints in the global schema. Query processing in GAV with constraints has been investigated only recently, and interesting classes of constraints have not been considered yet. The treatment of mutually inconsistent sources and the issue of reasoning on queries present many open research questions.
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