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Abstract  As is well known isotopes of a given element have identical numbers of protons but differ in the number of neutrons making up their nuclei. Particularly, in crystalline solids, this difference in nuclear mass most directly affects vibrational phenomena, i.e. phonon frequencies and all phonon - related properties. These include exciton binding energy, electronic band gaps, lattice constant, local and crystalline vibrational modes, self - diffusion in bulk material as well as isotope superlattices (see, e.g. reviews [1, 2]). The experience of the past shows that throughout constant technology improvement electronics(optoelectroelectronics)has become more reliable, faster, more powerful, and less expensive by reducing the dimensions of integrated circuits. These advantages are the driver for the development of modern microelectronics. The long - term goal of this development will lead to nanoelectronics. Advancing to the nanoscale is not just a step toward miniaturization, but requires the introduction and consideration of many additional phenomena. at the nanoscale, most phenomena and processes are dominated by quantum physics and they exhibit unique behavior. Nanotechnology includes the integration of man - made nanostructures into large material components of system (see, e.g. [3, 4]). Nanoscience and nanotechnology are concerned with materials, structures and systems whose components exhibit novel and significantly modified physical, chemical properties due to the nanoscale sizes. New direction of nanoscience is isotopetronics, who is studied the more low - dimensional size, as a rule the sizes of the sample of isotopetronis compare to the atomic size. Over the last five decades the large number of experimental and theoretical studies of isotopetronics have created the new branch of material science, which is called the isotope - based material science. Isotopetronics may find applications in quantum computing, nanoscience and spintronics. This review contains a brief introduction to the isotope - based material science.
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1  Introduction

Most of physical properties of solid depend on its isotopic composition in some way or another. Soddy realized that there are mixtures of elements which cannot be separated by chemical means. He then postulated that such elements, usually obtained at the beginning XX century by radioactive transmutation, have the same intraatomic charge but different atomic masses. Soddy called them isotopes because they occupy the same place in the periodic table of D.I. Mendeleev. At about the same time Thomson [7] found the presence of neon in gas discharge tubes, with atomic masses 20 and 22 and the average mass 20.2, which agreed with the accepted mass of this element. Isotopes are classified into stable and the unstable species. Presently about 300 stable and 1000 radioactive isotopes are known. Some elements are isotopically (for example, Co), while other consist of plenty of isotopes (for example, Sn has 10 stable isotopes with masses from 112 to 124; and Xe has 23 isotopes, 9 of which are stable (see, for example [7a, 8, 9])). The unstable isotopes are radioactive and widely used as tracers in medical diagnostics, drug development and tomographic imaging. There exists a variety of interesting natural phenomena that are related to the varying abundance of isotopes. Many of them are not understood (see, also [10]). Each element found in our solar system has a naturally fixed isotopic composition. In this context, ”natural” is related to the composition of elements found on planet Earth or in our solar system [11 - 13]. The natural abundance of all elements are tabulated, e.g. in [9, 10]. Thus, isotopes represent a degree of freedom in the composition of matter while retaining an (almost) identical chemical behavior (see, also [14, 15]). Deviations of the isotopic abundance from natural one indicate an extrasolar origin of the material. Therefore, meteorites found on planet Earth can be distinguished from terrestrial material by comparison of the isotopic compositions [17]. Several methods for separating isotopes have been developed. They involve such diverse techniques as laser excitation, thermal diffusion, gas centrifugation
and chemical exchange [18, 17]. As was indicated above, the main consumers of stable isotopes are pharmaceutical and biomedical industries. Chemicals containing stable isotopes can be kept on the shelf and activated by neutron irradiation shortly before using them in cancer therapy (for instance, $^{88}$Sn + n = $^{89}$Sn, which is radioactive and has found application in bone cancer therapy). Isotopes have also found application in laser industry (He - Cd lasers with isotopically pure Cd produce a strong ultraviolet (UV) line, which is hard to obtain with natural Cd). Many more applications can be found by searching the Web for application of stable isotopes (see, also [16, 17]).

The availability of isotopically pure crystals with low carrier and impurity concentrations has allowed in the last three decades the investigation of isotope effects on lattice dynamical and electronic properties of solids [1, 2]. The results of experimental and theoretical studies of the fundamental properties of the objects of research that earlier were simply in accessible (naturally with exception of LiH$_x$D$_{1-x}$ crystals) briefly are presented in the reviews [1, 2, 19]. The use of such objects allows the investigation of not only the isotope effects in lattice dynamics (elastic, thermal and vibrational properties) but also the influence of such effects on the electronic states via electron-phonon coupling (the renormalization of the band-to-band transition energy $E_g$, the exciton binding energy $E_B$ and the size of the longitudinal-transverse splitting $\Delta_{LT}$). The thermal conductivity enhancement in the isotopically enriched materials amounts (C; Ge; Si) to almost 10% at room temperature and is close to a factor six at the thermal conductivity maximum around 20K (Si - case) (see also [2, 20]). The change in the lattice constant is $\Delta a/a \approx 10^{-3} \div 10^{-4}$, while the change $\delta\epsilon_{ik}$ in the elastic constants amounts to several percent. In addition, crystals of different isotopic compositions possess different Debye temperatures. This difference between a LiH crystal and its deuteride exceeds hundred degrees. Of the same order of magnitude is the difference between Debye temperatures for diamond crystals. Very pronounced and general effects of isotopic substitution are observed in phonon spectra. The Raman lines in isotopically mixed crystals are not only shifted (the shift of LO phonon lines exceeds 100 cm$^{-1}$) but are also broadened. This broadening is related to the isotope disorder of a crystal lattice. It is shown that the degree of change in the scattering potential is different for different isotopic mixed crystals [21]. In the case of semiconducting crystals (C; Ge; Si; $\alpha$-Sn etc), phonon scattering is weak, which allows one to successfully apply the coherent potential approximation (CPA) for describing shift and broadening of scattering lines in Raman spectra [1, 2]. In the case of LiH, the change in the scattering potential is so strong that it results in phonon localization, which is directly observed in experiments [21, 1].

Substituting a light isotope with a heavy one increases the interband transition energy $E_g$ (excluding Cu -salts) and the binding energy of the Wannier-Mott exciton $E_B$ as well as the magnitude of the longitudinal-transverse splitting $\Delta_{LT}$ [20, 22]. The nonlinear variation of these quantities with the isotope concentration is due to the isotopic disordering of the crystal lattice and is consistent with the concentration dependence of line halfwidth in exciton reflection and luminescence spectra. A comparative study of the temperature and isotopic shift of the edge of fundamental absorption for a large number of different semiconducting and insulating crystals indicates that the main (but not the only) contribution to this shift comes from zero oscillations whose magnitude may be quite considerable and comparable with the energy of LO phonons. The theoretical description of the experimentally observed dependence of the binding energy of the Wannier-Mott exciton $E_B$ on the nuclear mass requires the simultaneous consideration of the exchange of LO phonons between the electron and hole in the exciton, and the separate interactions of carriers with LO phonons (see also [1])). The experimental dependence $E_B \sim f(x)$ for LiH$_x$D$_{1-x}$ crystals fits in well enough with the calculation according to the model of large - radius exciton in a disordered medium; hence it follows that the fluctuation smearing of the band edges is caused by isotopic disordering of the crystal lattice. Due to zero-point motion, the atoms in a solid feel the anharmonicity [23] of the interatomic potential even at low temperatures. Therefore, the lattice parameters of two chemically identical crystals formed by different isotopes do not coincide heavier isotopes having smaller zero-point delocalization (as expected in a harmonic approximation) and smaller lattice parameters (an anharmonic effect). Moreover, phonon-related properties such as thermal conductivity, thermal expansion or melting temperature, are expected to depend on the isotope mass (for details see [1]).

Our brief discussion, we start with a fact that phonon frequency are directly affected by changes of the average mass of the whole crystal or its sublattice (VCA - model), even if we look upon them as noninteracting particles, i.e., as harmonic oscillators. The direct influence of the isotope mass on the frequencies of coupled phonon modes may be used to determine their eigenvectors. Secondly, the mean square amplitude $\langle u^2 \rangle$ of phonons depend on the isotope masses only at low temperature, while they are determined by the temperature T only, once T becomes larger than Debye temperature. A refinement of these effects must take place when taking interactions among phonons into account. These interactions lead to finite phonon lifetimes and additional frequency renormalization. The underlying processes can be divided into two classes: 1) anharmonic interactions in which a zone center phonon decays into two phonons or more with wave-vector and energy conservation, and 2) elastic scattering in which a phonon scatters into phonons of similar energies but different wave - vectors. While the former processes arise from cubic and quartic terms in the expansion of lattice potential [23], the latter are due to the relaxed wave - vector conservation rule in samples that are isotopically disordered and thus not strictly translational invariant. Since the vast majority of compounds derive from elements having more than one stable isotope, it is clear that both processes are present most of the time. Unfortunately, their absolute sizes and relative importance cannot be predicted easily. However, isotope enrichment allows one to suppress the elastic scattering induced by isotope disorder. In contrast, the anharmonic phonon-phonon interaction cannot be suppressed, so that isotope-disorder-induced effects can only be studied against a background contribution from anharmonic processes. However, if one assumes that the two
processes are independent of each other one can measure the disorder-induced renormalization by comparison of phonon energies and linewidth of isotopically pure samples with those gained from disordered ones.

The isotopic composition affects the band-gaps through the electron-phonon coupling and through the change of volume with isotopic mass. Although the electronic properties of different isotopes of a given atom are, to a very good approximation, the same, isotope substitution in a crystal modifies the phonon spectrum which, in turn, modifies the electron energy bands through electron-phonon interaction. Measuring the energy gaps in samples with different isotopic composition then yields the difference in the changes of the valence- and conduction band renormalization. The reason for the changes lies in the fundamental quantum-mechanical concept of zero - point motion - the vibrational energy that the atoms in the crystal have, even at low temperatures. If we excite an electron from one electronic state to another, we actually excite the whole crystal. In other words, we move the crystal from a ground state made up of low-energy electrons plus zero-point vibrations to an excited state in which there is one excited electron plus the zero-point vibrations of the crystal. The values of the zero-point energy in the two electronic states are slightly different because the vibrational frequencies depend on the chemical bonding, which is changed by exciting an electron. If the average mass of the vibrating atoms is increased, then the vibrational frequencies will be reduced. As a result, the difference in zero-point motions will be smaller, and the transition energy will therefore increase with increasing mass [1].

Solid materials are often doped, either intentionally or not, and the doping impurities are in many instances dominant factors in the optical spectroscopy of the material. Impurities can introduce electronic levels in the gap (and transitions between these levels) and can localize excitons forming bound excitons. They can also change the phonon spectrum in the material by introducing local vibrational modes, which result in new absorption and Raman transitions [24]. Vibrations of the isotopic mass of the impurity species will have a strong and direct effect in the frequency of the impurity local vibrations modes and may also have a small effect on the electronic binding energies of impurity levels (see, however below). The present review deals primarily with isotopic effect related to the host material and not the impurities. Thus, different characteristics depending on the isotope effect is formed the essence of the isotope - based material science.

2. Electronic band structure

The importance of the electronic theory of solids as embodied in band theory is that it provides us with clear means of understanding how solids may be insulators, semiconductors or metals. This dependence upon whether or not is a Fermi surface. The existence of a Fermi surface produces metallic behavior, whereas at 0K, if the filled electron levels are separated from vacant ones, we have insulating properties. If the separation is large, say ≥ 5 eV, the substance remains an insulator at temperature above 0K, whereas semiconducting properties arise if the filled and empty levels lie within 0 - 2 eV of one another [25].

2.1. Insulators

LiH crystal is of NaCl structure type. The simple electronic structure of Li⁺ and H⁻ ions, having 1s² configuration, gives LiH a special place among the binary crystals and in many aspects allows it to serve as an ideal model for ionic compounds. The spectrum of one-electron states of crystal is determined by the solution of Schrodinger equation for the ‘extra’ particle (hole or electron) moving in the averaged field created by all the remaining electrons and nuclei (see, also [22]):

\[
-\frac{\hbar^2}{2m} \Delta + V(\vec{r}) \Psi_{\vec{k}}(\vec{r}) = E_n(\vec{k}) \Psi_{\vec{k}}(\vec{r}),
\]

where the notation is conventional, and V(\vec{r}) is the periodic potential. The existing calculation techniques differ in the method of constructing the electron potential V(\vec{r}), the approximation of the wave function \( \Psi_{\vec{k}}(\vec{r}) \), the ways of ensuring self-consistency, the reliance on empirical parameters, etc. In particular, two factors are especially important in case of ionic crystals: (1) the inclusion of exchange interaction, and (2) the inclusion of polarization of the electron and ion subsystems of crystal by the extra particle [25].

The one-electron potential of any many-electron system is nonlocal because of the exchange interaction between the electrons. It is very difficult to take this interaction into account. Because of this, the exact potential in the band theory is often replaced by the local potential of the form \( V_{\text{exchange}}(\vec{r}) \propto \alpha [\rho(\vec{r})]^{1/3} \), where \( \rho(\vec{r}) \) is the charge density function, and the constant \( \alpha \) is selected in the range from 1 (Slater potential [26]) to 2/3 (Cohn-Sham potential) [22].

Two effects are associated with the local exchange. First, the results of calculation depend strongly on the numerical value of \( \alpha \), and second, this approximation always underestimates the values of \( E_n \) and \( E_v \) (the width of the valence band). It is the low values of \( E_v \) obtained by many authors in the approximation of local exchange that are responsible for the wrong conclusion concerning the inapplicability of band theory to ionic dielectrics. These problems reflect the fundamental drawback of the one-electron approximation which does not take into account the reciprocal effect of the selected electron (hole) on the rest of the system. This effect consists in the polarization of the crystal by the particle, and is generally made up of two parts: the electron polarization (inertial), and the lattice polarization (inertial). In the common optical phenomena, related to absorption or scattering of photons, the lattice polarization is not important, because the frequency of optical transitions is much higher than the average frequencies of phonons. The electron polarization is different. The extra particle (electron, hole) is regarded by
this theory as the slowest particle in the system - in other words, all the remaining electrons adiabatically follow it. Hence it follows that the inertialless polarization definitely must be included in the calculation of energy spectrum. An important feature of ionic crystals is that the polarization energy $E_p$ is of the same order of magnitude as the bandwidth. Such a correction obviously cannot be regarded as small. In the extreme case of particle at rest, the polarization energy can be calculated by methods of classical electrostatics (the Mott - Littleton method [25]), or by the newer and more accurate technique proposed by Fowler [27]. The value of $E_p$ for AHC found by this method is 2-3 eV for each of the quasi-particles ($E_p > 0$ for electrons, and $E_p < 0$ for holes). This implies that the inclusion of electron polarization will reduce the magnitude of $E_p$ by 4-5 eV [22]. By assumption, the electron bands are displaced rigidly, without changing the dispersion law $E(\vec{k})$.

The simple electron structure of lithium hydride (combined with the negligibly small spin-orbital interaction) is very helpful for calculating the band structure: all electron shells can easily be taken into account in the construction of the electron potential. The first calculations of band structure of lithium hydride were carried out as early as 1936 by Ewing and Seitz [28] using the Wigner-Seitz cell method. This method consists essentially in the following. The straight lattice is divided into polyhedra in such a way that the latter fill the entire space; inside each polyhedron is an atom forming the basis of the lattice (Wigner-Seitz cells). The potential inside each cell is assumed to be spherically symmetrical and coinciding with the potential of free ion. This approximation works well for ions with closed shells. The radial Schrödinger equation in the coordinate function $R(r)$ is solved within each selected cell, the energy being regarded as a parameter. Then the Bloch function is constructed in the form of expansion

$$\Psi_k(r) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} C_{lm}(\vec{k}) Y_{lm}(\theta, \phi) R_l(r, E),$$

where $r, \theta, \phi$ are the spherical coordinates (with respect to the center of the cell); $Y_{lm}$ are spherical functions. The coefficients $C_{lm}(\vec{k})$ and the energy $E(\vec{k})$ are found from conditions of periodicity and continuity on the boundaries of the cell. If $r_1$ and $r_2$ are the coordinates of two points on the surface of Wigner-Seitz cell, linked by the translation vector $\vec{R}_t$, then the boundary conditions are [14]

$$\Psi_k(r_2) = \exp(i\vec{k}\cdot\vec{R}_t) \Psi_k(r_1),$$

$$\nabla_n \Psi_k(r_2) = \exp(-i\vec{k}\cdot\vec{R}_t) \nabla_n \Psi_k(r_1),$$

where $\nabla_n$ is the gradient normal to the surface of the cell. We see that the method of cells only differs from the problem of free atom in the boundary conditions. Owing to the complex shape of the cell, however, the construction of boundary conditions is a very complicated task, and this method is rarely used nowadays.

The method of plane associated waves (PAW) was used for calculating the band structure and the equation of state for LiH was used in Perrot [29]. According to this method, the crystal potential is assumed to be spherically symmetrical within a sphere of radius $r_s$ described around each atom, and constant between the spheres (the so-called cellular muffin-tin (MT) potential). Inside each sphere, like in the Wigner-Seitz method, the solutions of Schrödinger equation have the form of spherical harmonics; outside the spheres they become plane waves. Accordingly; the basis functions have the form

$$\Psi_k(r) = \exp(i\vec{k}\cdot\vec{r}) \theta(r - r_s) + \sum_{n} a_{ntm} Y_{lm}(\theta, \phi) R_l(E, r) \theta(r_s - r),$$

where $\theta(x) = 1$ at $x \geq 0$, and $\theta(x) = 0$ at $x < 0$. The coefficients $a_{ntm}$ can be easily found from condition of sewing on the boundary of the sphere. This is an important advantage of the PAW method over the method of cells. The calculations of Perrot [29] are self-consistent, and the local potential is used in the Cohn-Sham form. The correlation corrections were neglected. The method of Corringi-Cohn-Rostocker (CCR method), or the method of Green’s functions, was used for calculating the band structure of LiH in Zavt et al. [30] (only concerned with the valence band) and in Kulikov [31]. Calculation of band structure of LiH in Grosso and Paravicini [32] was based on the wave function used in the method of orthogonalized plane waves (OPW) of the form

$$\Psi_k(r) = \exp(i\vec{k}\cdot\vec{r}) \sum_{c} \exp(i\vec{k}\cdot\vec{r}) | X_c \rangle X_c(r),$$

where $X_c$ are the atomic functions of state of the skeleton; $\langle \exp(i\vec{k}\cdot\vec{r}) | X_c \rangle$ is the integral of overlapping of plane wave with skeleton function (see also [33]). The method of linear combination of local basis functions was applied to the calculation of band structure of LiH in Kunz and Mickish [34]. This method is based on constructing the local orbitals for the occupied atom states, based on certain invariant properties of the Fock operator. The main feature of local orbitals is that they are much less extensive than the atom orbitals. Importantly, the correlation correction is taken into account in Kunz and Mickish [34]. Owing to the high polarizability of hydrogen molecules, the correlation effect in lithium hydride is exceptionally strong. Yet another calculation of band structure of LiH was carried out in Zavt et al. [30] using the so-called method of extended elementary cell. This approach is based on the semiempirical techniques of the theory of molecules, and is much similar to the cluster calculations. Let us add that the cluster is selected in such a way that the quasi-molecular wave function transforms in accordance with the group symmetry of certain wave vectors in the Brillouin zone. This methods only yields the energy values at the points of high symmetry. We ought to mention also Hama and Kawakami [35], where, in connection with the study of high pressure effects on the transition NaCl - CsCl in lithium hydride, the band structure and the equation of state of the latter are analyzed in detail. The calculated band structures of LiH are compared in Fig. 1. We see that the overall picture given by various methods is generally the same, despite the vast spread of the transition energy values (see Table 1). Looking at the structure of the valence band we see that it is very similar...
to the s-band in the method of strong bond (see also [22]). This is surprising, given the strong overlap of the anion s-functions in lithium hydride. The wave functions in this band are almost entirely composed of the Is states of hydrogen ion. Different authors place the ceiling of the band either at point X or at point W of the Brillouin zone. Although in all cases the energies of the states X₁ and W₁ differ little (≤ 0.3 eV), the question of the actual location of the top of the valence band may be important for the dynamics of the hole. Different calculations also disagree on the width of the valence band. For example, the width of the valence band in LiH without correlation is, according to Kunz and Mickish [34], Eᵥ = 14.5 eV, and the value of Eᵥ is reduced to one half of this when correlation is taken into account. This shows how much the polarization of crystal by the hole affects the width of the valence band Eᵥ. According to Perrot [29], the width of the valence band in LiH is 5.6 eV. The density of electron states in the valence band of LiH was measured in Betenekova et al. [36] and Ichikawa et al. [37]. In Betenekova et al. the measurements were carried out with a magnetic spectrometer having the resolution of 1.5 eV, whereas the resolution of hemispherical analyzer used in Ichikawa et al. [37] was 1.1 eV. From experimental data, the width of the valence band is 6 eV according to Betenekova et al., and 6.3 eV according to Ichikawa et al. Observe the good agreement with the calculated value of Eᵥ in this theory. Let us add also that the measured distribution of the electron density of states in the valence band of LiH exhibits asymmetry typical of s-bands (for more details see Betenekova et al. [36] and Ichikawa et al. [37]). The lower part of the conduction band is formed wholly by p-states and displays an absolute minimum at point X which corresponds to the singlet symmetry state X₄. The inversion of order of s and p-states in the spirit of LCAO method may be understood as the result of the s-nature of valence band. Mixing of s-states of the two bands leads to their hybridization and spreading, which changes the sequence of levels (see also [10] and references there). If we compare the structure of the conduction band with the p-band of the method of strong bond (see, also [39]), we see that the general structure and the sequence of levels are the same except for some minor details (the location of L₃ level, and the behavior of E(⃗k) in the neighborhood of Γ₁₅). In other words, the lower part of the conduction band in lithium hydride is very close to the valence p-band of AHC. The direct optical gap in LiH according to all calculations is located at X point and corresponds to the allowed transition X₁-X₄. The indirect transition W₁-X₄ ought to have a similar energy. According to the above calculations, the energies of these transitions differ by 0.03-0.3 eV. The different values of E₉ for LiH obtained by different authors are apparently due to the various methods used for taking into account the exchange and correlation corrections (see above).

**Table 1.** Calculated energy values of some direct optical transitions in LiH reduced to the experimental value of E₉ = 5.0 eV.

<table>
<thead>
<tr>
<th>Transition</th>
<th>1</th>
<th>2</th>
<th>3,4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>K₁ - K₃</td>
<td>6.9</td>
<td>7.5</td>
<td>6.5</td>
<td>6.4</td>
</tr>
<tr>
<td>W₁ - W₃</td>
<td>8.0</td>
<td>7.9</td>
<td>7.3</td>
<td>7.4</td>
</tr>
<tr>
<td>L₁ - L'₂</td>
<td>9.2</td>
<td>9.6</td>
<td>9.0</td>
<td>9.1</td>
</tr>
<tr>
<td>W₁ - W'₂</td>
<td>12.6</td>
<td>14.9</td>
<td>12.2</td>
<td></td>
</tr>
<tr>
<td>X₁ - X'₅</td>
<td>12.9</td>
<td>13.8</td>
<td>13.6</td>
<td></td>
</tr>
<tr>
<td>K₁ - K₄</td>
<td>14.7</td>
<td>16.1</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>L₁ - L'₃</td>
<td>19.7</td>
<td>20.9</td>
<td>20.7</td>
<td></td>
</tr>
<tr>
<td>Γ₁ - Γ₁₅</td>
<td>24.5</td>
<td>25.3</td>
<td>33.3</td>
<td></td>
</tr>
</tbody>
</table>

As follows from Table 1, the transitions at critical points in the low-energy region form two groups at 7 - 9 and 13-15 eV. Measurements of reflection spectra in the 4 - 25 eV range at 5 K (Kink et al. [38]) and 4 - 40 eV at 300 K throw new light on the results of calculations (see also review by Plekhanov [39]). The singularities occurring at 7.9 and 12.7 eV in reflection spectra are associated in the above papers with the interband transitions W₁ - W₄ and X₁ - X₅ respectively.

![Figure 1. Band structure of LiH crystal as calculated: [34] - 1; [29] - 2; [33] - 3.](image)

From the standpoint of dynamics of quasi-particles, an important consequence of such band structure is the high anisotropy of the tensor of effective mass of electrons and (especially) holes. The estimated mass of electron in the neighborhood of X₄ is, according to Kunz and Mickish [34], (mₑ|x) ≃ 0.3m₀ in the direction X - Γ, and (mₑ)y =
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departures from exact stoichiometry. The properties of a perfect crystal of a pure element or perfectly stoichiometric compound are called intrinsic properties, whereas the influences of added impurities or defects give rise to extrinsic properties.

The electronic configuration of a Si atom is 1s^22s^22p^63s^23p^2 (see, e.g. [42]). When Si atoms form a crystal it can divide their electrons into core electrons and valence electrons as pointed in different textbooks [43, 44, 45, 46, 17]. In crystalline Si 1s, 2s and 2p orbitals are completely occupied and form the core shells. The outer 3s and 3p shells are only partially filled. Electrons in these shells are called valence electrons because they are involved in bonding with neighboring Si atoms. The crystal structure of Si at ambient pressure is similar to that of diamond

[28]. The tetrahedral arrangement of bonds between a Si atoms (see, e.g. Fig. 4.18 in [46]) and its four nearest neighbors can be understood if one of the electrons in the 3s shell is promoted to the 3p shell so that the four valence electrons form hybridized sp^3 orbitals. It is these valence electrons in the outermost shells of a Si atom that are nearly free. These electrons are not affected by the full nuclear charge as a result of screening of the nucleus by the filled core shells. In the core region the valence electron wave functions must be orthogonal to those of the core.

Consider further the formation of a Si dimer, i.e. a diatomic molecule. Just as in the formation of the H_2 molecule, we expect the electron states to interact and form bonding and antibonding levels (see, Fig. 2). As is well - known, the separation into bonding and antibonding levels is the origin of the energy gap in the band structure of solid Si. According this very simple approximation, the lower four bands are filled and the upper four bands are empty [48]. One should note not worry about the detailed shapes of these bands but accept them as solutions of the Schrödinger equation in the assumed potential. Using the pseudopotential concept [48], the one - electron Schrödinger equation have the next form

\[ \left( \frac{\hbar^2}{2m_e} + V(\mathbf{r}) \right) \Psi_k(\mathbf{r}) = E_k \Psi_k(\mathbf{r}), \]  

(7)

[\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{bonding}
\caption{A schematic picture of bonding and antibonding levels in a silicon dimer}
\end{figure}]

here \( \Psi_k(\mathbf{r}) \) is the pseudo - wave - function and \( V(\mathbf{r}) \) is pseudopotential. The bringing function is a good approximation to the true wave function outside the core region and therefore can be used to calculate the physical properties of the semiconductors which are dependent on the valence and conduction electrons only. The difference in energy between the highest occupied and lowest unoccupied state is indicated as 1.17 eV at 0K. It is to be noted, however, that these limiting states lie at different points within the zone, and this minimum excitation of an electron from the valence to the conduction band demands that it be given crystal momentum equivalent to the difference in the \( \mathbf{k} \) vectors; this is readily obtained in thermal excitation by the crystal momentum available from the phonons (see, Fig. 3).

The energy gap characterizing an intrinsic semiconductor may be determined by optical absorption. At low temperatures there are very few carriers and the Drude contribution to the absorptivity is absent [46] in an intrinsic

2.2. Semiconductors

Semiconductors may be pure elements like Si (Ge), but may also be compounds (like LiH), for example ZnS, CdS, SiC, Cu_2O and GaAs. Their properties are strongly affected by the presence of impurities, defects or departures from exact stoichiometry. The properties of a perfect crystal of a pure element or perfectly stoichiometric compound are called intrinsic properties, whereas the influences of added impurities or defects give rise to extrinsic properties.

The electronic configuration of a Si atom is 1s^22s^22p^63s^23p^2 (see, e.g. [42]). When Si atoms form a crystal it can divide their electrons into core electrons and valence electrons as pointed in different textbooks [43, 44, 45, 46, 17]. In crystalline Si 1s, 2s and 2p orbitals are completely occupied and form the core shells. The outer 3s and 3p shells are only partially filled. Electrons in these shells are called valence electrons because they are involved in bonding with neighboring Si atoms. The crystal structure of Si at ambient pressure is similar to that of diamond

[28]. The tetrahedral arrangement of bonds between a Si atoms (see, e.g. Fig. 4.18 in [46]) and its four nearest neighbors can be understood if one of the electrons in the 3s shell is promoted to the 3p shell so that the four valence electrons form hybridized sp^3 orbitals. It is these valence electrons in the outermost shells of a Si atom that are nearly free. These electrons are not affected by the full nuclear charge as a result of screening of the nucleus by the filled core shells. In the core region the valence electron wave functions must be orthogonal to those of the core.

Consider further the formation of a Si dimer, i.e. a diatomic molecule. Just as in the formation of the H_2 molecule, we expect the electron states to interact and form bonding and antibonding levels (see, Fig. 2). As is well - known, the separation into bonding and antibonding levels is the origin of the energy gap in the band structure of solid Si. According this very simple approximation, the lower four bands are filled and the upper four bands are empty [48]. One should note not worry about the detailed shapes of these bands but accept them as solutions of the Schrödinger equation in the assumed potential. Using the pseudopotential concept [48], the one - electron Schrödinger equation have the next form

\[ \left( \frac{\hbar^2}{2m_e} + V(\mathbf{r}) \right) \Psi_k(\mathbf{r}) = E_k \Psi_k(\mathbf{r}), \]  

(7)

[\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{bonding}
\caption{A schematic picture of bonding and antibonding levels in a silicon dimer}
\end{figure}]

here \( \Psi_k(\mathbf{r}) \) is the pseudo - wave - function and \( V(\mathbf{r}) \) is pseudopotential. The bringing function is a good approximation to the true wave function outside the core region and therefore can be used to calculate the physical properties of the semiconductors which are dependent on the valence and conduction electrons only. The difference in energy between the highest occupied and lowest unoccupied state is indicated as 1.17 eV at 0K. It is to be noted, however, that these limiting states lie at different points within the zone, and this minimum excitation of an electron from the valence to the conduction band demands that it be given crystal momentum equivalent to the difference in the \( \mathbf{k} \) vectors; this is readily obtained in thermal excitation by the crystal momentum available from the phonons (see, Fig. 3).

The energy gap characterizing an intrinsic semiconductor may be determined by optical absorption. At low temperatures there are very few carriers and the Drude contribution to the absorptivity is absent [46] in an intrinsic
The properties of the electron and the hole are both described by the band structure within the one-electron approximation. In this section, we shall go beyond this approximation and consider the effects of electron-electron interaction on the absorption spectra. To simplify the calculation, we shall make the following assumptions. We shall include only the Coulombic part of the electron-electron interaction, neglecting both exchange and correlation terms. Furthermore, the interaction between the excited electron in the conduction band (see, Fig. 3) and those left behind in the now almost filled valence band will be replaced by an electron-hole interaction. Attraction between the electron and the hole causes their to be correlated and the resultant electron-hole pair is known as an exciton [50].

It has been more than eight decades since the introduction of quasiparticle exciton by Frenkel [50] and the extreme fertility of this idea has been demonstrated most powerfully. According to Frenkel, the exciton is an electron excitation of one of the atoms (ions) of the crystal lattice, because of the translation symmetry, moves through the crystal in an electrically neutral formation. Since Frenkel the concept of an exciton has been developed.
in the papers of Peierls [51] and Slater and Schokley [52]. Problems concerning light absorption by solid state have been considered somewhat differently Wannier [53] and Mott [54]. According to the Wannier - Mott results the exciton is the state of an electron and hole bonded by the Coulomb force. The electron and hole in exciton state are spatially separated and their charges are screened. In the Frenkel papers the excitations localized on the lattice site were described thus, after the Wannier - Mott papers, the excitons became divided into the excitons on the Frenkel (small radius) excitons (for details see [55]) and the Wannier - Mott (large radius) excitons ( [65]). However, a description of the basic difference between these two models is absent [55 - 57]. The experimental discovery (see e.g. Gross [58]) of the Wannier - Mott exciton (see Fig.6) on the hydrogen-like absorption spectrum in the semiconducting crystals was the basis of a new subject - exciton physics (see also Agekyan [59]; Perngorov [60]).

The influence of external perturbation (electrical and magnetic fields, uniaxial and hydrostatic deformation) on the optical spectra of the Wannier - Mott excitons (see e.g., Gross [58]) and their energetic characteristics (see also Cardona [61]) has been demonstrated repeatedly. These investigations permitted high-accurate measurements not only the exciton binding energy but also of their translational mass, values of effective masses of the electron and hole, their g - factors etc. Moreover, the detailed account of the photon - exciton interaction has led to the concept concerning the interaction of excitons and the crystal lattice has persisted for more than four decades (Haken [63]; Hauk and Koch [64]).

Below we briefly consider quantitively the effect of Coulomb attraction on the motion of electrons and holes (see, also [65]) in the vicinity of an M0 critical point of a direct bandgap semiconductor in three dimensions [61]. Further we shall assume the conduction band to be spherical with energy

$$E_c(k) = E_g + \frac{k^2 e^2}{2m_e},$$

where $E_g$ is the band gap, and the corresponding hole energy to be given by

$$E_h(k) = E_g + \frac{k^2 e^2}{2m_h}.$$  

Let the Bloch function and the hole be represented by $\Psi_{k_c}(r_c)$ and $\Psi_{k_h}(r_h)$, respectively. As usually we assume that the Coulomb interaction between electron and hole is weak due to screening by the valence electrons so that the effective mass approximation is valid. We can write the exciton wavefunction $\Psi$ as linear combination of the electron and hole wavefunctions:

$$\Psi = \sum_{k_c, k_h} C(k_c, k_h) \Psi_{k_c}(r_c) \Psi_{k_h}(r_h).$$

Similar of the donor electron (see, e.g. [43, 49]), the electron and hole in an exciton are localized relative to their center of mass, so it is more convenient to express their wavefunctions in terms of Wannier functions rather than Bloch functions. In terms of the Wannier functions $a_{R_c}(r_c)$ and $a_{R_h}(r_h)$ for electron and hole, respectively, the exciton wavefunction can be written as

$$\Psi(r_c, r_h) = N^{-1/2} \sum_{R_c, R_h} \Phi(R_c, R_h) a_{R_c}(r_c) a_{R_h}(r_h),$$

where $\Phi(R_c, R_h)$ is the exciton envelope wavefunction. The wave equation for $\Phi(R_c, R_h)$ is

$$\left[ \frac{\hbar^2}{2m_e} \nabla^2 + \frac{\hbar^2}{2m_h} \nabla^2 + \frac{2e^2}{\varepsilon_0 r_c} \nabla \cdot \nabla + \frac{2e^2}{\varepsilon_0 r_h} \nabla \cdot \nabla \right] \Phi(R_c, R_h) = E \Phi(R_c, R_h),$$

where $\varepsilon_0$ is the zero - frequency dielectric constant of material (insulators or semiconductors). Equation (13) can be solved in the same way as in the case of the hydrogen atom [66].
Figure 6. Discrete and continuous (hatched area) Wannier - Mott exciton energy spectrum taking into account its kinetic energy. The broken line connects to the dispersion of light in the medium.

One expresses $\vec{R}_e$ and $\vec{R}_h$ in terms of two new coordinates: a center of mass coordinate $\vec{R}$ and a relative coordinate $\vec{r}$ defined by

$$\vec{R} = \frac{m_e \vec{R}_e + m_h \vec{R}_h}{m_e + m_h} \quad \text{and} \quad \vec{r} = \vec{R}_e - \vec{R}_h.$$  

The Coulomb interaction term does not involve $\vec{R}$ (see, also [49, 65]). The two resultant equations are

$$\left(-\frac{k_e^2}{2\mu} \nabla^2 \Psi \left(\vec{R}\right) \right) = E_R \Psi \left(\vec{R}\right),$$  

and

$$\left(-\frac{k_e^2}{2\mu} \frac{1}{\varepsilon_0 r^2} \phi \left(\vec{r}\right) \right) = E_R \phi \left(\vec{r}\right),$$

where $\mu$, the reduced mass of the exciton, is defined by

$$\frac{1}{\mu} = \frac{1}{m_e} + \frac{1}{m_h}.$$  

The total energy of the exciton $E$ is simply the sum of $E_R$ and $E_r$. The solution of (15) and (16) can be obtained readily. Equation (15) describes a free particle whose eigenfunction and energy are given by

$$\Psi_K \left(\vec{R}\right) = N^{-1/2} \exp \left(i \vec{K} \cdot \vec{R}\right) \quad \text{and} \quad E_R = \frac{\hbar^2 K^2}{2M}.$$  

Equation (16) is similar to the equation describing the motion of the donor electron [49]. As in the hydrogen atom, its wavefunctions and energies can be described by three quantum numbers: a principal quantum number $n$, the angular momentum quantum number $l$ and the magnetic quantum number $m$. The wavefunction $\phi$ can be expressed in polar coordinates $(r, \theta, \varphi)$ as

$$\phi_{nlm} \left(\vec{r}\right) = R_{nl} \left(\vec{r}\right) Y_{lm} \left(\theta, \varphi\right),$$

where $R_{nl} \left(\vec{r}\right)$ and $Y_{lm} \left(\theta, \varphi\right)$ are, respectively, the associated Laguerre polynomials and the spherical harmonic functions. These functions are tabulated in many quantum mechanics textbooks and therefore will not reproduce here (see, e.g. [67]). For isotropic effective masses $E_r$ depends on $n$ only and is given by

$$E_r \left(n\right) = E_r \left(\infty\right) - \frac{\hbar^2 K^2}{2M},$$

where $E_r \left(\infty\right)$ is the minimum energy of the continuum states (see, Fig. 6), i.e. the energy gap $E_g$ and $R^*$ is the Rydberg constant for the exciton defined as [66]

$$R^* = \frac{\hbar^2}{2\mu_e \varepsilon_0} = 13.6 \cdot \left(\frac{\mu_e}{m_e}\right) \text{eV}.$$  

Combining the above result for the relative motion and the center of mass motion of the exciton, we obtain the following envelope functions and energies for the excitons:
\[ \Phi_{\text{nlm}} \left( \vec{R}, \vec{r} \right) = (1/\sqrt{N}) \exp \left( i \vec{R} \cdot \vec{r} \right) R_{\text{nlm}} (\vec{r}) Y_{\text{lm}} (\theta, \varphi), \quad (22) \]

\[ E_{\text{nlm}} = E_{\text{g}} + \frac{\hbar^2 K^2}{2M} - \frac{\vec{R}^2}{\vec{r}^2}. \quad (23) \]

The energy spectrum of a Wannier - Mott excitons is shown in greater detail in Fig. 6.

The above model of excitons based on electrons and holes with spherically symmetric parabolic dispersion is useful for understanding exciton effects on optical spectra. However, it is not accurate enough for quantitative interpretation of experimental spectra in diamond and zinc-blende-type semiconductors. Of the various attempts to calculate excitonic effects based on realistic band structures, we shall mention the paper [68] (see also [69]).

4. Exciton - phonon interaction

4.1. Interaction between excitons and nonpolar optical phonons

Foundations of the theory of exciton-phonon interaction were laid in the 1950s. The interaction between an electron and a nonpolar optical phonon in a crystal can be described simply in terms of a deformation potential [see e.g. [70]]. The net effect of the lattice displacement on the electron is assumed to be a small shift in the electronic energy band of the crystal. The constant of proportionality between this energy shift and the lattice displacement is defined as the deformation potential. The exciton-phonon (deformational potential) Hamiltonian [see e.g. [70]] can therefore be expressed as [71]

\[ H_{\text{EP}} = \sqrt{\frac{\hbar}{2\mu n a}} \left( W_{e} - W_{h} \right) a^{+}_{\vec{k}} + q_{\vec{k}} a_{\vec{k}} \left[ b_{\vec{q}} + b^{+}_{-\vec{q}} \right], \quad (24) \]

where \( W_{e}, W_{h} \) denote the deformation potentials of the electron and hole, respectively; \( a^{+}_{\vec{k}}, a_{\vec{k}} \) - creation and annihilation operators of an exciton with wave vector \( \vec{k} \); \( b^{+}_{\vec{q}}, b_{-\vec{q}} \) - creation and annihilation operators of an optical phonon with momentum \( h\vec{q} \); \( \mu \) - reduced mass of the atoms in the unit cell; \( N \) - number of unit cells in the crystal; \( a \) - lattice constant of the crystal; and \( \hbar\omega_{0} \) is the energy of the optical phonon (see also [61]).

4.2. Polarization Interaction of Free Excitons with Phonon

Apart from pioneering study in [34], interaction of excitons with longitudinal optical phonons was considered by many authors [65, 63, 60, 72, 73]. In ionic crystals there are two main mechanisms of interaction of excitons with lattice vibrations. One - mechanism the short-range deformation interaction - is caused by modulation of the wave function of exciton by longitudinal acoustic vibrations. The magnitude of this interaction is characterized by the deformation potential (see above) The deformation interaction strongly affects the energy spectrum and dynamics of excitons of relatively small radius (e.g., the ground state of excitons in AHC and crystals of inert gases [65]. As the radius of exciton increases, this interaction becomes less important, since the wave vector of actual phonons is \( q \propto r_{ex}^{-1} \) [74] where \( r_{ex} \) is the exciton radius, and the number of such phonons is proportional to \( q^{-1} \).

The second mechanism - the polarization or Frohlich interaction [75] - is caused by the Coulombian interaction of the charge carriers forming the exciton with macroscopic field created by longitudinal optical oscillations (see e.g. [76, 73]). If the exciton radius is much greater than the lattice constant, then the exciton - phonon interaction may be regarded as the sum of independent interactions of electrons and holes with phonons (see [77]). The interaction operator of charge and mass \( m_{e}, m_{h} \) neglecting the dispersion of the latter is [75]:

\[ H_{\text{f}} = \sum_{\vec{q}} W_{\vec{q}} \exp (i\vec{q} \cdot \vec{r}) (b^{+}_{\vec{q}} - b_{\vec{q}}), \quad (25) \]

where

\[ W_{\vec{q}} = \frac{\hbar \omega_{\text{LO}}}{2|V|} \left[ \frac{4\pi \hbar q}{q^{2}} \right]^{1/2}, \quad (26) \]

\( V \) is the volume of the system and the \( \vec{r} \) are the coordinates of the particles. In this expression we introduce the main parameters which determine the interaction of the electron (hole) with optical vibrations: the polaron "radius"

\[ r_{\text{ex,e,h}}^{*} = \left( \frac{2m_{e,h}\omega_{\text{LO}}}{\hbar} \right)^{1/2} \quad (27) \]

and the dimensionless Frohlich constant of interaction

\[ g_{\text{ex,e,h}} = \frac{\hbar}{\sqrt{\left( \frac{2m_{e,h}}{\hbar^{2}} \right) \omega_{\text{LO}} r_{\text{ex,e,h}}^{*}}}. \quad (28) \]

The first of these quantities characterizes the size of the polarization region of the lattice by the extra charge, and the second describes the strength of the electron - phonon interaction (see also [65, 63]).

As follows from Eq. (26), the interaction operator \( W_{\vec{q}} \) does not depend on the mass of quasiparticle, and is the same for electrons and holes. Accordingly, the interaction Hamiltonian of Wannier - Mott excitons with optical phonons has the same form (25), the only difference that \( \exp (i\vec{q} \cdot \vec{r}) \) is replaced with \( \exp (i\vec{q}_{\text{ex}} \cdot \vec{r}) - \exp (i\vec{q}_{h} \cdot \vec{r}) \), where \( r_{\text{ex,h}} \) are the coordinates of the electron (hole). In the center-of-mass system, the interaction operator becomes [71]:

\[ H_{\text{EXL}} = \sum_{\vec{q}} W_{\vec{q}} \left[ \exp (i\vec{q}_{\text{ex}} \cdot \vec{r}) - \exp (i\vec{q}_{h} \cdot \vec{r}) \right] (b^{+}_{\vec{q}} + b_{\vec{q}}). \quad (29) \]
Replacing $m_{e,h}$ by the reduced mass $\mu$ by analogy with Eq. (25), we can define the characteristic size of the polarization region $r_{ex} = \left[(r_e^*)^2 + (r_h^*)^2\right]^{1/2}$ and the interaction constant $g_{ex}^2$. Making use of the characteristics of the Wannier - Mott exciton($r_{ex}$, $E_b$), one can express the latter as

$$g_{ex}^2 = \frac{(E_b - \omega_{LO})}{\varepsilon_0 \varepsilon_{\infty} - 1} = \frac{r_{ex}}{r_{ex}^*} \frac{(E_b - \omega_{LO})}{\varepsilon_0 \varepsilon_{\infty} - 1},$$

where $r_{ex} = a_0 (\varepsilon_{m0} / \mu)$, and $a_0 = \hbar^2 / m_0 e^2 = 0.53 \text{ \AA}$ is the Bohr radius of hydrogen atom.

The scattering of excitons by LO phonons is determined by the magnitude and the wavevector dependence of the matrix element

$$H_{\lambda_1 \lambda_2}^{EXL} = \langle \Psi_{\lambda_1} | H_{EXL} | \Psi_{\lambda_2} \rangle,$$

where $\Psi_{\lambda_1}$ and $\Psi_{\lambda_2}$ are the wavefunctions of the initial and final states of the exciton with the wavevectors $k_1$ and $k_2 = k_1 + \vec{q}$. The properties of the matrix element of exciton - phonon scattering, as first noted in [78], depend crucially on the parities of the initial $\lambda_1$ and final $\lambda_2$ states. If the parity is the same (scattering occurs within the same band, like 1s - 1s or 2s - 2s, etc., or in the case of interband scattering 1s - 2s, 1s - 3s, etc.), this mechanism of exciton - phonon scattering is forbidden, because $H_{\lambda_1 \lambda_2}^{EXL} \rightarrow 0$ when $q \rightarrow 0$. When excitons are scattered in a ground state band (1s - 1s) as shown in the paper of Ansel'm and Firsov, the matrix element has the form

$$H_{\lambda_1 \lambda_2}^{EXL} \propto \frac{(g_{ex} \omega_{LO} r_{ex})}{(1 + (q r_{ex})^2)^{-2}} \left[1 + \left(\frac{q r_{ex}}{2}ight)^2\right]^{-2} \left[1 + \left(\frac{q r_{ex}}{2}ight)^2\right]^{-2}$$

(32)

When $q$ is small (it is the small values that are of special importance; see below), the matrix element is proportional to

$$H_{\lambda_1 \lambda_2}^{EXL} \propto \left(\frac{m_h - m_e}{m_h + m_e}\right) q r_{ex}.$$  

(33)

As follows from Eq. (33), the Fröhlich mechanism of intraband scattering is absolutely forbidden when the effective masses are equal. This is because the centers of the distribution of masses and charges coincide at $m_e = m_h$, so the polarization interactions of electrons and holes cancel out completely.

In the general case, the matrix element (32) arrives at maximum near $q r_{ex} \sim 1$, and then falls off rapidly (Fig. 7). Similar behavior is displayed by the matrix elements of the scattering processes between of the same symmetry (is - js, ip - jp, etc.). In such cases, the matrix element attains its maximum at the value of the inverse radius ($r_n$) of the corresponding exciton state, that is,

$$q_{max} \sim \frac{1}{nr_n}, r_n = nr_1.$$  

(34)

According to the results of the paper by Bulyanitza, when scattering occurs between the bands of different symmetry (is - kp) when $q \rightarrow 0$ the matrix element tends to a constant (nonzero) value, and such processes are therefore allowed. As in our first case, however, the matrix element $H_{EXL}^{\lambda_1 \lambda_2}$ falls off rapidly as $q > r_{ex}^{-1}$ increases. The dependence of matrix elements on $q$ for some cases of allowed and forbidden scattering for CdS is discussed by Permogorov [60].

![Figure 7. Dependence of matrix element of intraband scattering on qr_{ex} for the mass ratio m_h/m_e = 3.5 (After [1])]
The behavior of matrix elements (32) is definitive for the structure and properties of luminescence spectra of free excitons and Raman scattering in the resonance region. The existing theory of exciton - phonon interaction describes the case of isotropic band with parabolic dispersion of exciton states. Its successful application to LiH (with the high anisotropy of the valence band, see Fig.1 , once again testifies to the fact that the dispersion of the exciton band is indeed parabolic [79] in the range of low kinetic energies of exciton see Fig. 7 in [80]. Let us add that, according to Permogorov [60], the exciton band exhibits parabolic dispersion even for such anisotropic crystal as CdS, which is supported by the successful application of the theory of exciton-phonon interaction to the analysis of luminescence spectra and RRLS of free excitons in CdS crystals.

Very recently Zheng and Matsuura [81] have published the paper devoted to electron - phonon interaction in a mixed crystals. They results we are briefly discussed. The total Hamiltonian of an electron - LO - phonon interaction system in a mixed crystal can be written as a sum of a free - electron Hamiltonian, the two - mode LO - phonon Hamiltonian, and the electron - phonon interaction Hamiltonian; it is given by

\[ H = \frac{\hbar^2 k^2}{2m} \nabla^2 + \sum_{j=a,b} \hbar \omega L_j \hat{a}^+_j \hat{a}_j + \sum_j \bar{\epsilon}_j \sum_k i \sqrt{\frac{\epsilon_k \hbar \omega L_j}{2\bar{\epsilon}_j \epsilon_{k+q}}} \left( \hat{a}^+_j \hat{a}_{k+q} + \hat{a}^-_{k+q} \hat{a}_j \right) e^{ikq}, \]

where \( m \) is the conduction band mass of the electron. This problem is analogous to that of the polaron in polyatomic crystals [82]. Here they considered the first terms in Eq. (35) as the unperturbed Hamiltonian \( H_0 \), and the last term as a perturbation \( H_I \). The energy of the system is calculated by the perturbation method. Let \( \langle \tilde{q}, 0 \rangle \) denote the zero - order wave function. The corresponding zero - order energy is

\[ E(\tilde{q}) = \sum_j \bar{\epsilon}_j \sum_k \int_0^{\infty} \frac{dk \sin \theta d\theta}{(\hbar^2/2m)(2k^2 \cos \theta - \bar{\epsilon}_k^2) - \hbar \omega_{L_j}}. \]  

Following the same procedure as Wang and Liang [83], Zheng and Matsuura replaced the sum over \( \bar{k} \) by an integral in \( k \) space, then they obtain

\[ E(\tilde{q}) \approx \frac{\hbar^2 q^2}{2m} + \sum_{j=a,b} \frac{\hbar \omega_{L_j}}{8\pi^2 \bar{\epsilon}_{j+q}} \int_0^{\infty} \frac{\sin \theta d\theta}{(\hbar^2/2m)(2k^2 \cos \theta - \bar{\epsilon}_k^2) - \hbar \omega_{L_j}}. \]

We restrict ourselves to the energy range \( \hbar^2 q^2 / 2m < \hbar \omega_{L_j} \) and expand the integrand in Eq. (38) for small \( q \). The polaron energy is given by

\[ E(\tilde{q}) \approx \frac{\hbar^2 q^2}{2m} - \sum_j \bar{\epsilon}_j \alpha_j \hbar \omega_{L_j} + \frac{\hbar^2 q^2}{2m n^2}. \]

\[ \alpha_j = \frac{2m}{\hbar^2 \omega_{L_j}}, j = a,b \]

\[ m^* = m \left[ 1 + \frac{2a + \alpha_b}{\bar{\epsilon}_j} - 1 \right]. \]

\[ n^* = n \left[ 1 - \frac{a}{\bar{\epsilon}_j} \right]^{-1}. \]

**Figure 8.** Concentration dependence of the Fröhlich constants \( \alpha_a \) (dotted line), \( \alpha_b \) (dashed line) and \( \alpha_a + \alpha_b \) (full line) of several mixed crystals (After [81]).

where \( \alpha_a \) and \( \alpha_b \) are the Frohlich electron - phonon coupling constant of two LO - phonon modes in the mixed crystal, respectively; \( m^* \) is the polaron mass. The Frohlich coupling constant \( \alpha_a \) and \( \alpha_b \) and the total Frohlich coupling constant \( \alpha_a + \alpha_b \) as functions of the composition \( x \) are shown in Fig. 8. The polaron energy shift \( \alpha_a \omega_{LA} \) and \( \alpha_b \omega_{LB} \) and the total polaron energy shift \( \alpha_a \omega_{LA} + \alpha_b \omega_{LB} \) as function of the composition \( x \) are plotted in Fig. 9.

It is seen that although the concentration dependences of \( \alpha_a \) and \( \alpha_b \) display a strong nonlinear property, the total Frohlich coupling constant \( \alpha_a + \alpha_b \) is almost exactly a straight line in figures. The polaron energy shifts of...
\[ \alpha_a \omega_{La} \text{ and } \alpha_b \omega_{Lb} \text{ also show a nonlinear feature, but the total polaron energy shift shows approximately a linear relation with the concentration } x. \] These theoretical results strongly support the linear interpolation approximation used by many experimenters to estimate the Frohlich constants and the polaron energy shifts of weak - coupling mixed crystals (see, e.g. [84, 85]). The results of Zheng and Matsuura are very different from theoretical results of Wang and Liang [83], where the expressions of the displacements of the two LO - phonon modes and the electron - phonon interaction Hamiltonian are not entirely correct.

In fact the sentence ”the total Frohlich coupling constant \((\alpha_a + \alpha_b)\) is almost exactly linear function of the concentration \(x\)” implies that \(\alpha_a(x) + \alpha_b(x) \simeq x\alpha_1 + (1 - x)\alpha_2\), where \(\alpha_1\) and \(\alpha_2\) are the Frohlich coupling constants of the two end members of the mixed crystal, respectively (see, however [39]). Theoretical calculations are too complex to see this result transparently. At the end we should noted that the theoretical results of Zheng and Matsuura are correct in the case of a weak - polar mixed crystal \((\alpha_a + \alpha_b) \leq 1\).

5. Isotope affects on the electronic excitation

5.1 Semiconductors - small isotope effect

In this section we will briefly discuss of the variation of the electronic gap \((E_g)\) of semiconducting crystals with its isotopic composition. In the last time the whole raw of semiconducting crystals were grown. These crystals are diamond [86, 87], copper halides [88, 89], germanium [90, 91], silicon [92, 108 - 110], CdS [93, 93a] and GaAs [88]. All numerated crystals show the dependence of the electronic gap on the isotope masses.

Before we complete the analysis of these results we should note that before these investigations, studies were carried out on the isotopic effect on exciton states for a whole range of crystals by Kreingol’d and coworkers (see, also [1]). First, the following are the classic crystals Cu$_2$O [94] with the substitution \(^{16}\text{O} \rightarrow ^{18}\text{O}\) and \(^{63}\text{Cu} \rightarrow ^{65}\text{Cu}\). Moreover, there have been some detailed investigations of the isotopic effect on ZnO crystals (Fig. 10), where \(E_g\) was seen to increase by 55 cm$^{-1}$ \(^{16}\text{O} \rightarrow ^{18}\text{O}\) and 12 cm$^{-1}$ \(^{64}\text{Zn} \rightarrow ^{68}\text{Zn}\) [95, 97, 98]. In [96] it was shown that the substitution of a heavy \(^{34}\text{S}\) isotope for a light \(^{32}\text{S}\) isotope in CdS crystals resulted in a decrease in the exciton Rydberg constant \((E_b)\), which was explained tentatively [99] by the contribution from the nearest electron energy bands, which however are absent in LiH crystals (see also [39]).

More detailed investigations of the exciton reflectance spectrum in CdS crystals were done by Zhang et al. [93]. Zhang et al. studied only the effects of Cd substitutions, and were able to explain the observed shifts in the band gap energies, together with the overall temperature dependence of the band gap energies in terms of a two-oscillator model provided that they interpreted the energy shifts of the bound excitons and \(n = 1\) polaritons as a function of average S mass reported as was noted above, earlier by Kreingol’d et al. [96] as shifts in the band gap energies. However, Kreingol’d et al. [99] had interpreted these shifts as resulting from isotopic shifts of the free exciton binding energies, and not the band gap energies, based on their observation of different energy shifts of features which they identified as the \(n = 2\) free exciton states. The observations and interpretations, according Meyer at al. [93a], presented by Kreingol’d et al. [96] are difficult to understand, since on the one hand a significant band gap shift as a function of the S mass is expected [96], whereas it is difficult to understand the origin of the relatively huge change in the free exciton binding energies which they claimed. Very recently Meyer et al. [93a] reexamine the optical spectra of CdS as function of average S mass, using samples grown with natural Cd and either natural S (\(\sim 95%\) \(^{32}\text{S}\)), or highly enriched (99% \(^{34}\text{S}\)). These author observed shifts of the bound excitons and the \(n = 1\) free
exciton edges consistent with those reported by Kreingol’d et al. [96], but, contrary to their results, Meyer et al. observed essentially identical shifts of the free exciton excited states, as seen in both reflection and luminescence spectroscopy. The reflectivity and photoluminescence spectra i polarized light (E⊥C) over the A and B exciton energy regions for the two samples depicted on the Fig. 10. For the E⊥C polarization used in Fig.10 both A and B excitons have allowed transitions, and therefore reflectivity signatures. Fig. 11 also reveals both reflectivity signatures of the n = 2 and 3 states of the A exciton as well that of the n = 2 state of the B exciton (see, Fig. 12).

Meyer et al. summarized the energy differences ∆E = E (Cd34S) - E (CdnatS), of a large number of bound exciton and free exciton transitions, measured using photoluminescence, absorption, and reflectivity spectroscopy, in CdS made from natural S (CdnatS, 95% 32S) and from highly isotopically enriched 34S (Cd34S, 99% 34S) (see Table 2).

Table 2. The energy shifts of all of the transitions studied in [93a] are given in terms of the Cd34S minus the CdnatS energy, ∆E.

<table>
<thead>
<tr>
<th>Transition</th>
<th>Method</th>
<th>∆E (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>I(_2)</td>
<td>PL</td>
<td>10.6±0.1</td>
</tr>
<tr>
<td>I(_2)</td>
<td>PL</td>
<td>11.1±0.1</td>
</tr>
<tr>
<td>I(_3)</td>
<td>PL</td>
<td>10.6±0.1</td>
</tr>
<tr>
<td>A(_n=1) (Γ(_6))</td>
<td>PL</td>
<td>10.8±0.2</td>
</tr>
<tr>
<td>A(_n=1) (Γ(_5))</td>
<td>PL</td>
<td>11.0±0.2</td>
</tr>
<tr>
<td>A(_n=1) (Γ(_5))</td>
<td>R(\uparrow)</td>
<td>10.9±0.2</td>
</tr>
<tr>
<td>A(_n=2)</td>
<td>PL(\perp)</td>
<td>11.3±0.4</td>
</tr>
<tr>
<td>A(_n=2)</td>
<td>PL(\perp)</td>
<td>11.1±0.4</td>
</tr>
<tr>
<td>A(_n=2)</td>
<td>R(\perp)</td>
<td>10.2±0.5</td>
</tr>
<tr>
<td>A(_n=3)</td>
<td>PL(\perp)</td>
<td>11.8±1.1</td>
</tr>
<tr>
<td>A(_n=3)</td>
<td>PL(\perp)</td>
<td>10.9±0.6</td>
</tr>
<tr>
<td>A(_n=3)</td>
<td>R(\perp)</td>
<td>10.7±0.6</td>
</tr>
<tr>
<td>B(_n=1) (Γ(_1))</td>
<td>R(\parallel)</td>
<td>10.9±0.3</td>
</tr>
<tr>
<td>B(_n=1) (Γ(_5)+Γ(_7))</td>
<td>R(\perp)</td>
<td>10.6±0.4</td>
</tr>
<tr>
<td>B(_n=2)</td>
<td>R(\parallel)</td>
<td>9.4±1.2</td>
</tr>
<tr>
<td>B(_n=2)</td>
<td>R(\perp)</td>
<td>9.8±1.2</td>
</tr>
<tr>
<td>C(_n=1) (Γ(_1))</td>
<td>R(\parallel)</td>
<td>15±6</td>
</tr>
<tr>
<td>C(_n=1) (Γ(_5))</td>
<td>R(\perp)</td>
<td>14±5</td>
</tr>
</tbody>
</table>

The methods used were photoluminescence spectroscopy (*PL) and reflection spectroscopy (R). For measurements made using polarized light, the ∥ or \(\perp\) specifies the orientation of the E vector vs the c axis.

As we can see, all of the observed shifts are consistent with a single value, 10.8±0.2 cm\(^{-1}\). Several of the donor bound exciton photoluminescence transitions, which in paper [68] can be measured with high accuracy, reveal shifts...
Figure 11. Photoreflectance of (a) $^{112}$CdS and (b) $^{nat}$CdS at 6K. The assignment of the spectral features to various components of the series of A and B excitons is indicated. (After Zhang et al [93])

Figure 12. Dependence of the ground-state energy of the $\Gamma_{5}^{L}(A)$ (a) and $\Gamma_{5}^{L}(B)$ excitons (b) on the isotopic mass of Cd obtained from photoreflectance measurements at 6 K. The solid lines represent the best fit with a straight line (After [93])
which differ from each other by more than the relevant uncertainties, although all agree with the 10.8±0.2 cm$^{-1}$ average shift. These small differences in the shift energies for donor bound exciton transitions may reflect a small isotopic dependence of the donor binding energy in CdS. This value of 10.8±0.2 cm$^{-1}$ shift agrees well with the value of 11.8 cm$^{-1}$ reported early by Kreingol’d et al. [96] for the B$_{n=1}$ transition, particularly when one takes into account the fact that enriched $^{32}$S was used in that earlier study, whereas Meyer et al. have used natural S in place of an isotopically enriched Cd$^{32}$S.

Authors [93$^a$] conclude that all of the observed shifts (see Table 2) arise predominantly from an isotopic dependence of the band gap energies, and that the contribution from any isotopic dependence of the free exciton binding energies is much smaller. On the basis of the observed temperature dependencies of the excitonic transitions energies, together with a simple two-oscillator model, Zhang et al. [93$^a$] earlier calculated such a difference, predicting a shift with the S isotopic mass of 950 µeV/amu for the A exciton and 724 µeV/amu for the B exciton. Reflectivity and photoluminescence study of $^{nat}$Cd$^{32}$S and $^{nat}$Cd$^{34}$S performed by Kreingol’d et al. [99] shows that for anion isotope substitution the ground state (n = 1) energies of both A and B excitons have a positive energy shifts with rate of $\partial E/\partial M_S = 740$ µeV/amu. Results of Meyer et al. [93$^a$] are consistent with a shift of $\sim 710$ µeV/amu for both A and B excitons. Finally, it is interesting to note that the shift of the exciton energies with Cd mass is 56 µeV/amu [96], an order of magnitude less than found for the S mass.

The electronic band structures of semiconductors with a diamond or zinc-blende crystal lattice have a degenerate valence-band maximum for light and heavy holes at the center of the Brillouin zone ($\vec{k} = 0$, Γ point) as well as a split-off valence band with its maximum at the same location in k space. Three conduction-band minima are observed at the high-symmetry points Γ, L, and X. The lowest energy conduction-band minimum occurs in Ge at the L point and in Si near the X point, forming indirect band gaps in these two elemental semiconductors. The width and the character (direct or indirect) of this lowest energy gap is of paramount importance for a large number of semiconductors properties and in turn for all semiconductor devices. Because of this great significance there exists a strong interest in all effects which influence the band structure.

The isotopic composition affects the band gaps through the electron-phonon coupling and through the change of volume with isotopic mass. Several groups have conducted low-temperature studies of the direct and indirect band gaps of natural and isotopically controlled Ge and Si single crystals. For the first time Agekyan et al. [90] used photoluminescence, infrared absorption, and Raman spectroscopy with a Ge crystals of natural composition and a crystals with 85% $^{76}$Ge and 15% $^{74}$Ge. They found an indirect (see Fig. 13) band-gap change $\Delta E_g = 0.9$ meV and a direct band-gap change $\Delta E_g = 1.25$ meV with an error of ±0.05 meV. Etchegoin et al. [100] and Davies et al. [101] reported photoluminescence studies of natural and several highly enriched, high quality single crystals of Ge. Measurement of the energies of impurity-bound excitons permits by Davies et al. the direct determination of band-gap shifts with the crystal isotope mass because the radiative recombination does not require phonon participation. Fig. 14 shows the no-phonon energies of excitons $E_{NP}$ bound to P and Cu in several isotopically controlled crystals. As may be expected from the very large Bohr orbit of the excitons (see [101] and reference therein), their binding energy only depends on the average isotope mass and not on the isotopic disorder (see,
The rate of band-gap energy change with isotope mass as determined by Davies et al. [101] is
d\frac{dE_{IG}}{dA} = d\frac{E_{NP}}{dA} = 0.35 \pm 0.02 \text{ meV/amu.} \tag{42}

Etchegoin et al. [100] obtained a very similar value.

The contribution to the band-gap shift originating in the volume change can be estimated using the results of Buschert et al. [103] for lattice-constant change with isotope mass and the published dependence of $E_{IG}$ with volume [104]. They found
\begin{equation}
(dE_{IG}/dA)_{\text{vol}} = 0.132 \text{ meV/amu.} \tag{43}
\end{equation}

This is the smaller contribution to the experimentally determined energy-gap change with isotope mass. It is in reasonable agreement with the earlier estimates of Agekyan et al.

The main contribution to $dE/dA$ can be directly related to the change of the energy gap with temperature. This change is described by structure factors which contain electron-phonon interaction terms (Debye-Waller factors) and self-energy terms. For practical calculations these terms are expanded in a power series of the atomic displacements. The leading terms are proportional to the mean-square displacements $\langle u^2 \rangle$ of each atom. Describing the lattice atoms in terms of harmonic oscillators, one find
\begin{equation}
\langle u^2 \rangle = h \left( \frac{1}{2} + n \right) / M \omega. \tag{44}
\end{equation}

With increasing temperature both $n$ and $\langle u^2 \rangle$ increase, leading to the observed reduction of the energy gap. At low temperature $n = 0$ and we only deal with the zero-point oscillation. Combining the dependence of $\omega$ on $M$ with the above equation one find
\begin{equation}
\langle u^2 \rangle \propto 1/\sqrt{M}. \tag{45}
\end{equation}

Zollner et al. [105] have performed a numerical calculation of the electronic bands using an empirical pseudopotential method including the necessary lattice dynamics. They found for Ge $(dE_{IG}/dA)_{e-p} = 0.41 \text{ meV}$. The total calculated shift of the indirect band-gap energy with isotope mass adds up to $(dE_{IG}/dA)_{\text{total}} = 0.48 \text{ meV}$. This result compares favorably with the experimental values stated above by Davies et al. and by Etchegoin et al. who reported $(dE_{IG}/dA)_{\text{total}} = 0.37 \pm 0.01 \text{ meV/amu}$. (see also Fig 15).
Measurements of the direct band gap at the Γ point ($\vec{k} = 0$) in the Brillouin zone have also been performed. Though the direct band gap is technologically less important than the minimum indirect band gap, determining the dependence of this gap on isotope mass is of the same fundamental significance as the indirect band-gap studies. Davies et al. [101] used low-temperature optical-absorption measurements of very thin samples of Ge single crystals with natural composition and three different, highly enriched isotopes. They found $dE/dA = 0.49 \pm 0.03$ meV/amu (46) for the temperature extrapolated to zero. Parks et al. [107] have used piezo- and photomodulated reflectivity spectra of four monoisotopic and one natural Ge crystals. These techniques do not require the extreme sample thinning which is necessary for optical-absorption measurements and the derivative nature of the spectra emphasizes the small changes. The excellent signal-to-noise ratio and the superb spectral resolution allowed a very accurate determination of the dependence of $E_{DG}$ on isotopic mass (Fig. 16). At very low temperatures an inverse square-root dependence accurately describes band-gap dependence:

$$E_{DG} = E_{DG}^\infty + C\sqrt{M}$$

A fit through five data points yields $E_{DG}^\infty = 959$ meV and $C = -606$ meV/amu$^{1/2}$. Written as a linear dependence for the small range of isotopic masses, Parks et al. find $dE_{DG}/dA = 0.49$ meV/amu, in perfect agreement with the results of Davies et al. [101]. Parks et al. also determined the isotope mass dependence of the sum of the direct gap and the split-off valence band ($\Delta_0$) and find $d(E_{DG} + \Delta_0)/dA = 0.74$ meV/amu. The experimental results can be compared to the Zollner et al. [105] calculations which are found to be of the correct order of magnitude. The theoretical estimates for the contributions of the linear isotope shifts of the minimum, indirect gaps which are caused by electron-phonon interaction, are too large by a factor of $\sim 1.7$ and for the smallest direct gap they are too large by a factor $\sim 3.2$.

Substitution of $^{70}$Ga on the $^{76}$Ga increases the band gap in GaAs [88] on 10.5 cm$^{-1}$ (see, also Table 3). The interested results were communicated in papers of Cardona and coworkers [89], where it was studied the dependence of $E_g$ on the isotope effect in CuCl crystals. When the $^{64}$Cu on the $^{65}$Cu is substituted the value of $E_g$ in CuCl crystals decreased on 1.24 cm$^{-1}$, e.g. the isotope effect on the electronic excitation has an opposite sign.

The present knowledge of the electronic band structure of Si stems from experimental observation of electronic transitions in transmission, reflectivity, or cyclotron resonance, on the other hand, and theoretical calculations, e.g. those based on pseudopotential or $\vec{k} \cdot \vec{p}$ methods (for details see [17] and references therein). In this manner it has been established that the fundamental, indirect band gap of Si occurs between the $\Gamma^+_8$ valence band maximum and the $\Delta_0$ conduction band minima along (100).

Recently, Lastras-Martinez et al. [92] performed ellipsometric measurements on isotopically enriched $^{28}$Si and $^{30}$Si and deduced the isotopic dependence of $E_1$ from the analysis of the data in reciprocal (Fourier inverse) space. However, these measurements did not resolve the nearly degenerate $E'_0$ and $E_1$ transitions and the isotopic shift was assigned solely to the stronger $E'_0$ transitions (see, however, Fig. 17). We should add that in papers [108] very recently was studied the dependence of indirect band gap in Si on the isotopic mass. Photoluminescence and
Figure 16. Isotopic mass (in amu) dependence of the (a) $E_0$ and (b) $E_0 + \Delta_0$ direct energy gaps obtained from photomodulated reflectivity measurements at $T = 6$ K. The curves are the best to relation $E_0 = E_0^\infty + C/M$, where $M$ is the atomic mass and $E_0^\infty$ is the energy gap at $M = \infty$. The fitting yields $E_0^\infty = 959$ meV and $C = -606$ meV/amu (After Parks et al [107])

wavelength-modulated transmission spectra displaying phonon assisted indirect excitonic transitions in isotopically enriched $^{28}$Si, $^{29}$Si, $^{30}$Si as well as in natural Si have yielded the isotopic gap $E_{g2}$ which equals 1213.8±1.2 meV. This is purely electronic value in the absence of electron-phonon interaction and volume changes associated with anharmonicity (for details see [92] and below).

Figure 17. a - Signatures of the $E_0'$ and $E_1$ excitonic band gaps of $^{28}$Si observed (dots) in photomodulated reflectivity. The solid line is a theoretical fit using the excitonic line shape. b - Photomodulated reflectivity spectra of isotopically enriched Si exhibiting isotopic shifts of the $E_0'$ and $E_1$ gaps (after [108])

Returning to Fig. 17, we can see that the spectrum contains two characteristic signatures, attributed to the excitonic transitions across the $E_0'$ and $E_1$ gaps. Isotopic dependence of the $E_0'$ and $E_1$ is displayed in Fig. 17, where the photomodulated reflectivity spectra of $^{28}$Si, $^{29}$Si, and $^{30}$Si are shown for the spectral range $3.3 \leq E \leq 3.58$ eV. The $E_0'$ and $E_1$ excitonic band gaps determined in paper [108] from the line-shape analysis. Linear least-squares fit yielded the corresponding isotopic dependences $E_0' = (3.4468 - 0.3378 M^{-1/2})$ eV and $E_1 = (3.6120 - 0.6821 M^{-1/2})$ eV. In concluding, we should note that the spin-orbit interaction depends in Ge in contrast to that in Si [92].

As is well known ago, the fundamental energy gap in silicon, germanium, and diamond is indirect (see, e.g. Fig. 3). While the conduction band minima in Si and diamond are located at the $\Delta$ point along $<100>$, with $\Delta_6$ symmetry, those of germanium with $L_6^+$ symmetry occur at the $<111>$ zone boundaries [92]. The onset of the absorption edge corresponds to optical transition from the $\Gamma_8^+$ valence band maximum to the $L_6^+$ conduction band minima in Ge, and the $\Delta_6$ in Si and diamond; for wavevector conservation, these indirect transitions require the emission or absorption of the relevant phonons. In Si and C, transverse acoustic (TA), longitudinal acoustic (LA), transverse optic (TO), or longitudinal optic (LO) phonons of $\Delta$ symmetry must be simultaneously emitted or absorbed. In Ge (see, also above), the wavevector conserving phonons are TA, LA, TO or LO phonons with L symmetry. At low temperatures, these indirect transitions are assisted by phonon emission. In this case we should
expect at low temperatures four excitonic derivative signatures at photon energies $E_{gx} + \hbar \omega_{ij}$ in modulated transmission experiments and in photoluminescence at the photon energies $E_{gx} - \hbar \omega_{ij}$. Here $E_{gx}$ is the excitonic band gap and $j$ corresponds to a wave vector preserving phonon (see, also formulae (8)). In Fig. 18 the photoluminescence and wavelength-modulated spectra of $^{30}\text{Si}$ $M = 2.81$ amu) are displayed; the labels $n = 1$ and 2 designate the ground and the first excited states of the indirect TA and TO excitons. From the energies of the photoluminescence and wavelength-modulated excitonic signatures in all isotopic specimens (see [92]) cited authors deduce $E_{gx}$ as well as the energies of the participating TO, LO and TA phonons, shown in Fig. 12 - B as function of $M^{-1/2}$. The excitonic band gap data are fitted well with expression $E_{gx}(M) = E_{gx}(\infty) - CM^{1/2}$, yielding $E_{gx}(\infty) = (1213.8 \pm 1.2)$ meV and $C = (313.7 \pm 5.3)$ meV/amu. A linear fit in $M$ can be made over small range of available masses (see, Fig. 18) with a slope $(\partial E_{gx}/\partial M)_{P,T} = 1.01 \pm 0.04$ meV/amu, which agrees with the results of bound exciton photoluminescence of Karaiskaj et al. [113]. The experiments in papers [108 - 110] also indicate that separation of the $n = 2$ and $n = 1$ excitons is isotope mass independent, implying, according these authors, the excitonic binding energy is independent on isotope mass within experimental error. In concluding this part we should note that recent high-resolution spectroscopic studies of excitonic and impurity transition in high-quality samples of isotopically enriched Si have discovered the broadening of bound exciton emission (absorption) lines connected with isotope-induced disorder as well as the depend of their binding energy on the isotope mass [72, 108 - 110]. The last effect was early observed on the bound excitons in diamond [112, 17], and earlier on the free excitons [114] in LiH$_x$D$_{1-x}$ mixed crystals (see, e.g. [115] and references therein).

Considering the series of Ge, Si, GaAs, ZnSe, CuBr, for example, the 3d states of the first constituent play an increasing role in determining the band structure. In Ge these states can be considered as localized core states (atomic energy level $\approx -30$ eV). Already, however, in GaAs they have moved up in energy by 10 eV, and their hybridization with the top of the valence band affects the gap (see e.g. [1] and reference therein). Proceeding further in the series, this effect becomes more important, and in CuBr and Cu 3d states even overlap in energy with halogen p-states, with which they strongly hybridize. Therefore, we cannot exclude that the main reason for the opposite sign of the isotopic effect in these compounds may be connected to the different character of the d-electron-phonon interactions in these semiconductors [22].

The change of the indirect gap of diamond between pure $^{12}$C and $^{13}$C has been determined by Collins et al. [86], using for this purpose the luminescence spectra of diamond. The luminescence spectra of the natural ($^{12}$C ) and synthetic ($^{13}$C) diamond were investigated by Collins et al. [86], Ruf et al [118]. Fig. 19 compares the edge luminescence for a natural diamond with that for a synthetic diamond. The peaks labelled A, B and C are due, respectively, to the recombination of a free exciton with the emission of transvers-acoustic, transverse-optic and longitudinal-optic phonons having wavevector $\pm k_{min}$ and quanta (in $^{12}$C diamond) [116, 117]

$$\hbar \omega_{TA} = 87 \pm 2, \hbar \omega_{TO} = 141 \pm 2, \hbar \omega_{LO} = 163 \pm 1 \text{ meV.}$$

Features B$_2$ and B$_3$ are further free-exciton processes involving the above TO phonon with one and two zone-centre optic phonons, respectively.

Boron forms an effective-mass-like acceptor in diamond, and both specimens used in Fig. 19 are slightly semiconducting with uncompensated boron concentrations around $5 \cdot 10^{16}$ cm$^{-3}$ in the natural diamond and $3 \cdot 10^{16}$ cm$^{-3}$ in the synthetic diamond. Peaks labelled D are associated with the decay of excitons bound to the

Figure 18. A - Photoluminescence (PL) and wavelength-modulated transmission (WMT) spectra of isotopically enriched $^{30}$Si recorded at 20K; B - The excitonic indirect band gap and the associated phonon energies as a function of $M$ (after [109]).
boron acceptors (for details see [86]). Comparison of the data from the two diamonds shows that the zero-phonon lines $D_0$ and $D'_0$ are $14 \pm 0.7$ meV higher for $^{13}$C than for $^{12}$C diamond, and that the LO and TO phonon energies are lower by a factor of 0.96, equal within experimental error to the factor $(12/13)^{1/2}$ expected to first order when the lattice is changed from $^{12}$C to $^{13}$C. The low-energy thresholds of the free-exciton peaks A, B and C are given by [116]:

$$E_{th}(A) = E_{gx} - \hbar\omega_{TA}; \quad E_{th}(B) = E_{gx} - \hbar\omega_{TO} \quad \text{and} \quad E_{th}(C) = E_{gx} - \hbar\omega_{LO}.$$  \hspace{1cm} (49)

As was shown by Collins et al. the predicted thresholds are entirely consistent with the experimental data. From the results of Collins et al. it was concluded that the dominant contribution arises from electron-phonon coupling, and that there is a smaller contribution due to a change in volume of the unit cell produced by changing the isotope. These two terms were calculated as $13.5 \pm 2.0$ and $3.0 \pm 1.3$ meV respectively. The more detailed and quantitative investigations of $E_g \sim f(x)$, where $x$ is the isotope concentration, were done by Ruf et al. [118], where was studied five samples of diamond with different concentrations $x$ (Fig. 20). From these data Ruf et al determined the linear variation of $E_g \sim f(x)$ for diamond (Fig. 21). Linear fits the experimental data of Ruf et al., (solid line in Fig. 21) yield a slope of $14.6 \pm 0.5$ meV/amu, close to the theoretical predictions.

5.2. Insulators - giant isotope effect

5.2.1. Renormalization of energy of band-to-band transitions

Isotopic substitution only affects the wavefunction of phonons; therefore, the energy values of electron levels in the Schrödinger equation ought to have remained the same. This, however, is not so, since isotopic substitution modifies not only the phonon spectrum, but also the constant of electron-phonon interaction (see above). It is for this reason that the energy values of purely electron transition in molecules of hydride and deuteride are found to be different [119]. This effect is even more prominent when we are dealing with a solid [120]. Intercomparison of absorption spectra for thin films of LiH and LiD at room temperature revealed that the longwave maximum (as we
know now, the exciton peak [121]) moves 64.5 meV towards the shorter wavelengths when H is replaced with D. For obvious reasons this fundamental result could not then receive consistent and comprehensive interpretation, which does not be little its importance even today. As will be shown below, this effect becomes even more pronounced at low temperatures (see, also [122]).

The mirror reflection spectra of mixed and pure LiD crystals cleaved in liquid helium are presented in Fig. 22. For comparison, on the same diagram we have also plotted the reflection spectrum of LiH crystals with clean surface. All spectra have been measured with the same apparatus under the same conditions. As the deuterium concentration increases, the long-wave maximum broadens and shifts towards the shorter wavelengths. As can clearly be seen in Fig. 22, all spectra exhibit a similar long-wave structure. This circumstance allows us to attribute this structure to the excitation of the ground (1s) and the first excited (2s) exciton states. The energy values of exciton maxima for pure and mixed crystals at 2 K are presented in Table 4. The binding energies of excitons $E_b$, calculated by the hydrogen-like formula, and the energies of interband transitions $E_g$ are also given in Table 4.

The ionization energy, found from the temperature quenching of the peak of reflection spectrum of the 2s state in LiD is 12 meV. This value agrees fairly well with the value of $\Delta E_{2s}$ calculated by the hydrogen-like formula. Moreover, $E_b = 52$ meV for LiD agrees well with the energy of activation for thermal quenching of free-exciton
luminescence in these crystals [124].

Going back to Fig. 22, it is hard to miss the growth of ∆12, [123], which in the hydrogen-like model causes an increase of the exciton Rydberg with the replacement of isotopes (see below Fig. 24) [124]. When hydrogen is completely replaced with deuterium, the exciton Rydberg (in the Wannier-Mott model) increases by 20% from 40 to 50 meV, whereas E_b exhibits a 2% increase, and at 2 ≈ 4.2 K is ΔE_b = 103 meV. This quantity depends on the temperature, and at room temperature is 73 meV, which agrees well enough with ΔE_g = 64.5 meV as found in the paper of Kapustinsky et al. The continuous change of the exciton Rydberg was earlier observed in the crystals of solid solutions A_3 B_5 [36, 125 - 127] and A_3B_6 [128, 129]. Isotopic substitution of the light isotope (^32S) by the heavy one (^34S) in CdS crystals [96] reduces the exciton Rydberg, which was attributed to the tentative contribution from the adjacent electron bands (see also Bobrysheva et al. [62]), which, however, are not present in LiH (for more details see [130, 131]). The single-mode nature of exciton reflection spectra of mixed crystals LiH_D_{1-x} agrees qualitatively with the results obtained with the virtual crystal model (see e.g. [132, 133]), being at the same time its extreme realization, since the difference between ionization potentials (∆ι) in LiH (for more details see [130, 131])

The preferential interaction of excitons with LO phonons in LiH (LID) crystals was later repeatedly demonstrated [36, 125 - 127]. The former case) and its LO repetitions. The effects of the Frohlich mechanism of exciton-phonon interaction on the energy spectrum of Wannier-Mott exciton has been considered over and over again [17, 63, 136]. Today we

Table 3. The change of the value of the exciton binding energy (∆E_B), band-to-band transitions (∆E_g) at the 100 % isotopic substitution. All values indicate in meV or cm⁻¹. (After Plekhanov, 1998)

<table>
<thead>
<tr>
<th>Compound</th>
<th>∆E_g</th>
<th>∆E_B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge⁷⁰ → Ge⁷⁶</td>
<td>indirect (I-point) 2.1 mev =16.94 cm⁻¹ [1,2,3]</td>
<td>-</td>
</tr>
<tr>
<td>GaAs (Ga⁶⁹ → Ga⁷¹)</td>
<td>direct (Γ - point) 0.85 mev=10.5 cm⁻¹ [4]</td>
<td>-</td>
</tr>
<tr>
<td>Cu₂O (O¹⁶ → O¹⁸)</td>
<td>direct (ν) 2.2 mev =18 cm⁻¹ [5]</td>
<td>-</td>
</tr>
<tr>
<td>Cu₂O (O¹⁶ → O¹⁸)</td>
<td>direct (green) 2.2 mev =18 cm⁻¹ [5]</td>
<td>-</td>
</tr>
<tr>
<td>CdS (S¹² → S¹⁴)</td>
<td>-1.6 meV [7]</td>
<td>0.4 meV [8]</td>
</tr>
<tr>
<td>CdS (Cd¹¹² → Cd¹¹⁰)</td>
<td>direct 0.003 meV</td>
<td>-</td>
</tr>
<tr>
<td>CuCl (Cu⁶³ → Cu⁶⁵)</td>
<td>(Γ - point) -0.155 meV = - 1.24 cm⁻¹ [9]</td>
<td>-</td>
</tr>
<tr>
<td>ZnO (O¹⁶ → O¹⁸)</td>
<td>(Γ - point) 6.82 meV =55 cm⁻¹ [10,11]</td>
<td>-</td>
</tr>
<tr>
<td>ZnO (Zn⁶⁴ → Zn⁶⁸)</td>
<td>(Γ - point) 1.5 meV = 12 cm⁻¹ [10,11]</td>
<td>-</td>
</tr>
<tr>
<td>C¹² → C¹³</td>
<td>indirect (Γ - point) 13.6 meV = 109.7 cm⁻¹ [12]</td>
<td>-</td>
</tr>
<tr>
<td>LiH (H → D)</td>
<td>direct 103 meV = 831 cm⁻¹ [15,16,17]</td>
<td>10 meV [16]</td>
</tr>
<tr>
<td>LiH (Li⁶ → Li⁷)</td>
<td>direct 5 meV = 41 cm⁻¹ [16]</td>
<td>3 meV [16]</td>
</tr>
</tbody>
</table>
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All of these results are documented in Table 3, where the variation of E_g, E_b, are shown at the isotope effect. We should highlighted here that the most prominent isotope effect is observed in LiH crystals, where the dependence of E_b = f (C_H) is also observed and investigated. To end this section, let us note that E_g decreases by 97 cm⁻¹ when ^7Li is replaced with ^6Li (see Table 3).

5.2.2. Renormalization of binding energy of Wannier - Mott excitons by isotopic effect

It was in the original work [121] where the exciton binding energy E_b was found to depend on the isotopic composition that this change in E_b was attributed to the exciton-phonon interaction (originally with LO phonons). The preferential interaction of excitons with LO phonons in LiH (LID) crystals was later repeatedly demonstrated in the luminescence spectra [134] and resonant Raman light scattering [135], which consist of a phononless line (in the former case) and its LO repetitions. The effects of the Frohlich mechanism of exciton-phonon interaction on the energy spectrum of Wannier-Mott exciton has been considered over and over again [17, 63, 136]. Today we
know that the main consequences of electron and hole interaction in excitons with polarization vibrations are the static screening of the lattice charges (introducing $\varepsilon_0$) and the change in the effective masses of the particles. Both these effects of electron-(hole)-phonon interaction can easily be taken into account, and lead to a change in the exciton Rydberg $E_b$. These corrections do not destroy the hydrogen-like structure of the exciton spectrum. At the same time, the non-coulombic corrections to the electron-hole Hamiltonian modify the hydrogen-like structure - removing, for example, degeneration of levels with respect to orbital and magnetic quantum numbers (see e.g. [1] and references therein). The very fact, however, that the problem of renormalization of energy spectra of Wannier-Mott excitons does not admit an exact solution even in the limiting cases, often gives rise to a situation in which there is no agreement between the results obtained by different authors. Starting with the classical works of Haken [63], all papers may be divided into two broad classes depending on how they take deal with the Coulomb interaction: between 'bare' electrons and holes, or between electrons and holes in the polaron state. In other words, first the interaction of band electrons and holes with LO optical phonons is taken into account, and then of the Coulomb interaction between electrons and holes clad in the 'polarization coats' is considered. As will be shown below, the study of exciton-phonon interaction in crystals with isotopic effect not only provides entirely new information, but also allows us to reconstruct experimentally the values of Frohlich and Coulomb interaction constants. From Fig. 23 we see that when hydrogen is completely replaced with deuterium, the binding energy of the exciton exhibits a 20% increase from 42 to 52 meV [121]. It is easy to see that in the model of virtual crystal the binding energy of the exciton in LiT crystals [137] must be equal to 57 meV (see Fig. 23). Hence it follows that in the linear approximation the isotopic dependence of binding energy of Wannier-Mott excitons may be expressed as

$$E_b = E_b(0) (1 + \gamma).$$ (50)

where $E_b(0)$ is the purely coulombic binding energy of the exciton (in the frozen lattice), which in our case is equal to 31.5 meV, and the angular coefficient is $\beta = 12.18$ meV/M, where M is the reduced mass of ions of lithium and hydrogen (deuterium, tritium) ions; $\gamma = \beta M / E_b(0)$ [127]. From the standard equation for the Coulomb binding energy of the exciton

$$E_b = \frac{e^4 \mu}{4\pi \varepsilon_0 \varepsilon}$$ (21a)

we get the dimensionless constant of Coulomb interaction:

$$\eta^2 = \frac{E_b(0)}{\varepsilon_0 \varepsilon} = 0.47.$$ (51)

Comparing the value of $\eta^2 = 0.47$ and the constant of Fröhlich exciton-phonon interaction $g^2 = 0.33$ [22]) we see that they are close enough. This implies that both the Fröhlich and the Coulomb interactions between electrons (holes) and LO phonons in exciton must be treated with equal attention, as has already been emphasized in Klochikhin's paper [77]. This paper deals from the start with 'bare' electrons and holes, and all renormalizations are calculated in the two-particle configuration. Such an approach enables us to avoid the considerable difficulty which arises when polarons [139] are used as start-up particles. This difficulty is primarily associated with the fact that the momentum of each particle is conserved when the particles are treated separately, whereas it is the center-of-mass momentum that is conserved when a pair moves as a whole. As demonstrated in Klochikhin [77], this approach also makes it possible to calculate the higher-order corrections to the exciton-phonon interaction. It was also shown that the use of the pole parts of polaron Green functions in place of complete expressions in Sak [139] and Mahanti and Varma [140] leads to a situation when the corrections of the order of $\eta^2 g^2$ and $g^4$ to the potential energy are lost because the corrections to the vertex parts and Green functions cancel out. The quantity lost is of the same order ($g^2$) as the correction to the residue but has the opposite sign [139, 140]. The approach developed in Klochikhin [77] allowed the calculation of corrections of the order $\eta^2 g^2$ and $g^4$, the latter is comprised of the correction to the Frohlich vertex and the correction to the Green functions in the exciton-phonon loop. It is
important that the latter have opposite sign and cancel out exactly in the limit \( E_b \ll \hbar \omega_{LO} \). As a result, because of the potential nature of the start-up Coulomb interaction, the correction to the Coulomb vertex of the order \( \eta^2 g^2 \) does not vanish. As a result, the following expression was obtained in Klochikhin’s paper for the binding energy \( E_b \) of Wannier-Mott exciton when \( E_b \ll \hbar \omega_{LO} \) (the spectrum of exciton remains hydrogen-like):

\[
E_b = \hbar \omega_{LO} \left( \frac{\eta^2 + \eta^2 g^2 (c + v)}{2} \right)^2 \tag{52}
\]

where \( c, v = (m_c, m_v)/\mu \) \(^{1/2} \), and \( m_c, m_v \) are the electron and hole masses. Now \( E_b \) depends explicitly on \( g^2 \) (the Fröhlich constant of exciton-phonon interaction), and hence depends on the isotopic composition of the lattice, whereas the standard expression for the binding energy \( E_b = \hbar \omega_{LO} (\eta^2 - g^2) = e^4 \mu / \varepsilon_0^2 \hbar^2 \), which describes the exciton spectrum of many semiconductors accurately enough, exhibits no dependence on the isotopic effect. In the case of Eq. (52) the exciton spectrum remains hydrogen-like. When the higher-order corrections are taken into account, Eq. (52) becomes

\[
E_b = \frac{e^4 \mu}{2 \varepsilon_0^2 \hbar^2} \left[ 1 + g^2 \frac{m_c + m_v}{\varepsilon_0} + g^4 \frac{\varepsilon_0}{\varepsilon_\infty} \left( \frac{\varepsilon_1 + \varepsilon_2 - \varepsilon_0}{\varepsilon_0} \right) \left( m_c + m_v \right) \right]. \tag{53}
\]

The order-of-magnitude evaluation of the coefficients \( \varepsilon_1, \varepsilon_2 \) gives \( \varepsilon_1 \approx 0.15 \) and \( \varepsilon_2 \approx 0.02 \); when \( g^2 (m_c + m_v) \ll 3.3 \), the correction of the order \( \eta^2 g^2 \) is much less than the term of the order \( \eta^2 g^2 \) \([77]\). Setting \( m_c/m_v = 3.5 \) and \( g^2/\eta^2 = 1 - \varepsilon_0/\varepsilon_\infty \), and \( (\varepsilon_\infty/\varepsilon_0) = (\omega_{TO}/\omega_{LO}) = 1/3.5 \). In Ref. [122] it was found that \( E_b \) (theor) was \( 48 \) and \( 42 \) meV for LiD and LiH respectively. Comparing these results with the experimental values (see Table 4) we observe good agreement between theory and experiment. Hence follows a natural conclusion that the isotopic dependence of the exciton binding energy is due primarily to the Fröhlich interaction mechanism between excitons and phonons.

**Table 4.** Values of the energy of maxima (in meV) in exciton reflection spectra of pure and mixed crystals at 2K, and energies of exciton binding \( E_b \), band-to-band transitions \( E_g \) (After [1]).

<table>
<thead>
<tr>
<th>Energy, meV</th>
<th>LiH</th>
<th>LiH(<em>{0.85})D(</em>{0.15})</th>
<th>LiH(<em>{0.40})D(</em>{0.60})</th>
<th>LiD</th>
<th>( ^6 )LiH (78K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{1s} )</td>
<td>4950</td>
<td>4967</td>
<td>5003</td>
<td>5043</td>
<td>4939</td>
</tr>
<tr>
<td>( E_{2s} )</td>
<td>4982</td>
<td>5001</td>
<td>5039</td>
<td>5082</td>
<td>4970</td>
</tr>
<tr>
<td>( E_b )</td>
<td>42</td>
<td>45</td>
<td>48</td>
<td>52</td>
<td>41</td>
</tr>
<tr>
<td>( E_g )</td>
<td>4992</td>
<td>5012</td>
<td>5051</td>
<td>5095</td>
<td>4980</td>
</tr>
</tbody>
</table>

In the preceding section was shown that isotopic substitution affects not only \( E_b \), but also \( E_g \). For the LiH-LiD system at low temperatures the difference is \( \Delta E_g = 103 \) meV. Apart from the zero oscillations considered in the previous section \([97, 141]\), this change is also contributed to by the polaron shift which explicitly depends on the temperature (for details see \([142]\)).

### 5.2.3. Nonlinear dependence of exciton binding and bandgap energies on isotope concentration

A principal matter for further theoretical development is the question concerning the effect of crystal lattice disordering on the binding energy \( E_B \) of Wannier-Mott exciton. This problem has been treated theoretically in the papers of Elliott and coworkers \([143, 144]\), where they study the effect of weak disordering on \( E_B \) (the disordering energy is comparable with \( E_B \)). The binding energy indicated in the papers was calculated under the coherent potential approximation by solving the Bethe-Salpeter equation as applied to the problem of Wannier-Mott exciton in disordered medium. One of the principal results of this paper \([143]\) is the nonlinear dependence of \( E_B \) on the concentration. As a consequence, the binding energy \( E_B \) at half-and-half concentrations is less than the value derived from the virtual crystal model. The exciton binding energy is reduced because the energy \( E_g \) is less owing to the fluctuation smearing of the edges of the conduction and valence band. This conclusion is in qualitative agreement (although not in quantitative agreement, the discrepancy being about an order of magnitude \([143]\)) with the experimental results for the mixed crystal GaAs\(_{1-x}\)P\(_x\) with \( x = 0.37 \), where the reflection spectra exhibited two exciton maxima (see also Fig. 12) used for finding the value of \( E_b \) ([144] and references therein). Let us add that the pivotal feature of the model of Elliott and coworkers is the short-range nature of the Coulomb potential (for more details see \([123]\)).

Before the comparison of our experimental results with the theory developed by Elliott and Kanehisa, it would be prudent to briefly review main properties of their theoretical model. According to Ref. 143 this model considers an exciton with a direct gap of a semiconductor alloy. Such a system consists of an electron (particle 1) in the conduction band (\( c \)) with mass \( m_c \), and a hole (particle 2) in the valence band (\( v \)) with mass \( m_v \). The problem of the exciton in disordered systems is to solve the Hamiltonian

\[
H = \frac{p_c^2}{2m_c} + \frac{p_v^2}{2m_v} + u(\vec{r}_1 - \vec{r}_2) + V_c(\vec{r}_1) + V_v(\vec{r}_2), \tag{54}
\]

with both the Coulomb interaction \( u \) and the potential \( V_c \) due to disorder (\( \nu = c, v \)). Reference 143 neglected disorder - induced interband mixing. As it is well known, in place of the electron-hole coordinates, \( (\vec{r}_1, \vec{p}_1) \) and \( (\vec{r}_2, \vec{p}_2) \), one may introduce the center-of-mass and relative coordinates, \( (\vec{R}, \vec{P}) \) and \( (\vec{r}, \vec{p}) \) to rewrite (54) as

\[
H = \frac{p_c^2}{2m_c} + u(\vec{r}) + \frac{\vec{P}^2}{2M} + V_c(\vec{R} + m_c\vec{r}/M) + V_v(\vec{R} - m_v\vec{r}/M), \tag{55}
\]

where \( m_c \) and \( M \) are the reduced and total masses, respectively. Because of the random potential, the translational and relative degrees of freedom cannot be decoupled. This is essentially difficult when considering the two-body problem in a disordered system \([140]\). However, when the exciton state in question is well separated from other states so that the energy spacing is much larger than the translational width and disorder, one can forget about the relative motion and just apply any single-particle alloy theory (see, e.g. Ref. [145] and references...
therein) solely to their translational motion. For each exciton state the translational part of Hamiltonian in this case is
\[ H_t = \frac{\vec{P}^2}{2M} + \bar{V}_c(\vec{R}) + \bar{V}_v(\vec{R}) \] (56).

Here \( \bar{V}_c \) and \( \bar{V}_v \) are averages of \( V_c \) and \( V_v \). This approach is very similar to the Born-Oppenheimer adiabatic approximation. Such situations hold in some mixed alkali halide crystals and probably \( A_2B_6 \) crystals. On the contrary, when the exciton binding energy is comparable to the disorder energy, the adiabatic approximation breaks down, and it is essential to take into account the effect of disorder on both the translational and relative motions. This is the case with the Wannier-Mott exciton in \( A_3B_5 \) alloys, for which the Elliott and Kanehisa model was developed. In this case the solution task is to start from the independent electron and hole by neglecting \( u \) in (56) and then to take into consideration the Coulomb interaction between the average electron and average hole. A further simplified approach adopted in the literature [145] in solving the Bethe-Salpeter [146] equation is to suppose a free-electron-like one particle Green’s function with a built-in width to allow for the random potential due to disorder. In the cited theoretical model, the average (or "virtual crystal") gap is given by
\[ E_{vc}(x) = E_0 + (\delta_c - \delta_v)(x - 1/2), \] (57)

where \( E_0 \) is average gap, \( \delta_c \), \( \delta_v \) are the values of the fluctuation broadening of the conduction and valence bands, respectively. Reference 100 also assumed the Hubbard density of states for both the conduction and valence bands with width \( W_c \) and \( W_v \), respectively, as well as similar dispersion in both bands. With this assumption the exciton binding energy has been calculated according to the CPA model (see, also [132]). It should be added here the key feature of the model developed in Ref. 143 is the short-range nature of the Coulomb potential.

Figure 24. Concentration dependence of binding energy of Wannier-Mott exciton: 1 - approximation of virtual crystal model; 2 - calculation according to Eq. (1.62); experimental points indicated by triangles (After [123])

The data from Table 1 and other published sources (see [1, 22]) were used for plotting the energy \( E_B \) as a function of isotopic concentration \( x \) in Fig. 24. The values of the binding energy \( E_B \) were calculated using the hydrogen-like formula (see below) with the energies of exciton levels of Is and 2s states being found from the reflection spectra (see Fig. 22). Theoretical description of the binding energy of Wannier-Mott excitons as a function of \( x \) was based on the polynomial derived by Elliott and cowokers [143]:
\[ E_b = E_{crys}^{2s} - E_{low} \left[ \frac{1 - W}{2W_0} \right] - E_{eff}, \] (58)
\[ E_{eff} = x(1 - x) \frac{\delta_c \delta_v}{W}, \] (59)
\[ E_{crys}^{2s} = U_0 + \frac{W}{2W_0} - W, \] (60)

where \( W = W_c + W_v \), and \( W_c \) and \( W_v \) are the widths of the conduction band and the valence band which are equal to 21 eV [147] and 6 eV [148] respectively. Here \( E_{low} \) is the curvature parameter found from the function \( E_g \propto f(x) \); \( \delta_c \) and \( \delta_v \) are the magnitudes of the fluctuation smearing of the valence band and the conduction band edges , \( \delta_c = 0.103 \) eV and \( \delta_v = -0.331 \) eV. As follows from Fig. 24, these values of the parameters give a good enough description of the nonlinear dependence of the binding energy of Wannier-Mott exciton in disordered medium. This agreement between theory and experiment once again proves the inherent consistency of the model proposed by Kanehisa and Elliott, since the isotopic substitution affects the short-range part of the interaction potential.

In this way, the nonlinear dependence of the binding energy of Wannier-Mott exciton is caused by isotopic disordering of the crystal lattice. As is see from Fig. 24 the exciton binding energy decreasing (relative linear law (VCA) - see dashed line in Fig. 24) in the vicinity of the middle meaning concentration really calls out the fluctuative broadening of the edge of the conduction and valence bands. In accordance with the theoretical model the last reason gives rise to the reduced \( E_g \) and there by the shallowing of the exciton levels and, respectively, the
reduction of $E_b$ (more details see [1, 22]).

Below we report the first results of the quantitative study the dependence of the band-gap energy on the isotope effect for different compounds [149]. As was mentioned above isotopic substitution only affects on the wavefunctions of phonons; therefore, the energy values of electron levels in the Schrödinger equation ought to have remained the same. This, however, is not so, since isotopic substitution modifies not only the phonon spectrum, but also the constant of electron-phonon interaction. It is for this reason the energy values of purely electron transitions in molecules of hydride and deuteride are found to be different (see, e.g. [1]).

The main-square vibrational amplitude $<u^2>$ of an atom depends on the phonon frequencies and the eigenvectors, the atomic masses (at low temperatures), as well as the temperature (at high temperature). Isotope substitution results in a slightly different vibrational amplitudes (especially at low temperature) and phonon frequencies and in first approximation equivalent to changing the temperature (see also [150]). The mass dependence of $<u^2>$ becomes vanishingly small at temperature on the order or higher than the Debye temperature. Changes in either the isotope masses or temperature thus lead to changes in the band gap (see above Fig. 22) via the electron-phonon interaction, even at zero temperature in the case of mass changes. In general, the renormalization of the band gap [4] and its temperature dependence result from a complicated interplay of 1) first- and second-order electron-phonon interactions that contribute to the energy of conduction and valence bands; 2) changes due to thermal or isotopic lattice expansion, and 3) changes in the phonon occupation numbers (see [150] and references therein).

The dependence of the band gap energy on isotopic composition has already been observed for insulators and lowest (indirect-direct) gap of different semiconductors (see also [1]). It has been shown to result primarily from the effect of the average isotopic mass on the electron-phonon interaction, with a smaller contribution from the change in lattice constant. This simplest approximation, in which crystals of mixed isotopic composition are treated as crystals of identical atoms having the average isotopic mass is referred to as virtual crystal approximation (VCA) [133]. Going beyond the VCA, in isotopically mixed crystals one would also expect local fluctuations in the band gap energy from statistical fluctuations in local isotopic composition within some effective volume, such as that of an exciton (see preceding section). As follows from Fig. 22, excitons in LiH$_x$D$_{1-x}$ crystals display a unimodal character, which facilitates the interpretation of their concentration dependence. Fig. 25 shows the concentration dependence of the energy of interband transition $E_g$. As can be seen from Fig. 25 VCA method cannot describe observed experimental results. As will shown below this deviation from linear low (VCA approximation) is connected with isotope-induced-disorder in isotope mixed crystals LiH$_x$D$_{1-x}$.

![Figure 25. Dependence of the interband transition energy $E_g$ in mixed crystals LiH$_x$D$_{1-x}$ on the concentration $x$. The straight dashed line is the linear dependence $E_g = f(x)$ in the virtual crystal model. The solid line corresponds to calculations using the polynomial of second degree. Points derived from the reflection spectra indicated by crosses, and those from luminescence spectra by triangles (After [1])](image)

The temperature and isotopic mass dependence of a given energy gap $E_g(T,M_i)$ can be described by average Bose-Einstein statistical factor $n_B$ corresponding to an average phonon frequency $\theta_i$ as (see also [22, 92])

$$E_g(T,M_i) = E_{bar} - a_r \left(\frac{M_{nat}}{M_i}\right)^{1/2} \left[1 + 2n_B\right],$$

where $n_B = 1/(\exp(\frac{\theta_i}{T}) - 1)$ and $E_{bar}$ and $a_r$ the unrenormalized (bare) gap and the renormalization parameter, respectively. In the low-temperature limit, $T<<\theta_i$, equation (62) reduces

$$E_g(T,M_i) = E_{bar} - a_r \left(\frac{M_{nat}}{M_i}\right)^{1/2} \text{ (63)}$$

Here $E_g(T,M_i)$ is independent of temperature and proportional to $(1/M_i)^{1/2}$, whereas $a_r$ is the energy difference between the unrenormalized gap ($M_i \rightarrow \infty$) and the renormalized value [150].

In the high-temperature limit, $T>>\theta_i$ and Eq. (62) can be written as

$$E_g(T,M_i) = E_{bar} - 2T \frac{a_r}{\theta_i} \text{ (64)}$$
and $E_g(T, M_i)$ is independent of $M_i$ [107]. The extrapolation of Eq. (64) to $T = 0$K can be used to determine the unrenormalized gap energy $E_{gap}$, i.e., the value that corresponds to atoms in fixed lattice position without vibrations (frozen lattice), from the measured temperature dependence of $E_g(T)$ in the high-temperature (i.e., linear in $T$) region.

Using Eq. (63) it can be written the difference in energy $\Delta E_g$ between a given energy gap in isotopically pure material (LiH) and its isotope analogue (LiD)

$$\Delta E_g = E_g(M_i) - E_g(M_{nat}) = a_v \left[ 1 - \left( \frac{M_{nat}}{M_i} \right)^{1/2} \right], \quad (65)$$

As can be seen from Table 3 and results of $\Delta E_g$ at 2K equals $\Delta E_g = 0.103$ eV and $E_g$ (LiH, $T = 0$K) = 5.004 eV (linear approximation and $E_g$(LiH, $T = 300$K) = 4.905 eV then using Eq. (64) we obtain $a_v = 0.196$ eV. This magnitude is very close (approximately 84%) to the value of 0.235 eV of zero vibration renormalization of the energy band gap in LiH crystals [81]. Using Eq. (65) we obtain $\Delta E_g$(theor) = 0.134 eV that is very close, on the other hand, to observed experimental value equals 0.103 eV. The discrepancy between these values may be caused by the negligible contribution of the isotopic lattice expansion to the band gap renormalization.

By now the change in $E_g$ caused by isotopic substitution has been observed for many broad-gap and narrow-gap compounds. All enumerated above crystals show the dependence of the electronic gap on the isotope masses. It should be noted that the indicated effect (the variation of $E_g$ and $E_b$, see Table 3 and 4) have maximum values in LiH crystals, although this effect in other crystals with isotopic composition are currently being reliably measured and investigated well.

**Table 5. Values of the Coefficients $\partial E_g/\partial M$ (meV) and Energies of the Band-to-Band Transitions $E_g$ (eV) according to indicated references (after [4]).**

<table>
<thead>
<tr>
<th>Substance</th>
<th>$\partial E_g/\partial M$ (meV)</th>
<th>$E_g$(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{12}C$ $\rightarrow$ $^{13}C$</td>
<td>14.6 [1]</td>
<td>5.4125 [1]</td>
</tr>
<tr>
<td>$^{7}$LiH $\rightarrow$ $^{7}$LiD</td>
<td>103 [2]</td>
<td>$4.992 \rightarrow 5.095$ [2]</td>
</tr>
<tr>
<td>$^{7}$LiH $\rightarrow$ $^{6}$LiH</td>
<td>12 [2]</td>
<td>$4.980 \rightarrow 5.080$ [2]</td>
</tr>
<tr>
<td>$^{30}$Si $\rightarrow$ $^{28}$Si</td>
<td>2.09 [5]</td>
<td>$1.166 \rightarrow 1.266$ [5]</td>
</tr>
<tr>
<td>$^{68}$ZnO $\rightarrow$ $^{64}$ZnO</td>
<td>0.372 [6]</td>
<td>$3.400 \rightarrow 3.500$ [6]</td>
</tr>
<tr>
<td>$^{68}$ZnO $\rightarrow$ $^{64}$ZnO</td>
<td>0.40 [7]</td>
<td>$3.400 \rightarrow 3.500$ [6]</td>
</tr>
<tr>
<td>$^{68}$GaP $\rightarrow$ $^{71}$GaP</td>
<td>0.19 [8]</td>
<td>$2.400 \rightarrow 2.500$ [6]</td>
</tr>
<tr>
<td>$^{65}$CuCl $\rightarrow$ $^{63}$CuCl</td>
<td>-0.076 [9]</td>
<td>$3.220 \rightarrow 3.320$ [9]</td>
</tr>
<tr>
<td>Cu$^{33}$Cl $\rightarrow$ Cu$^{35}$Cl</td>
<td>0.364 [10]</td>
<td>$3.220 \rightarrow 3.320$ [10]</td>
</tr>
<tr>
<td>Cd$^{110}$S$\rightarrow$Cd$^{116}$S</td>
<td>0.040 $\pm$ 0.068 [12]</td>
<td>$2.580 \rightarrow 2.680$ [11]</td>
</tr>
<tr>
<td>Cu$^{13}$O $\rightarrow$ Cu$^{15}$O</td>
<td>1.116 [13]</td>
<td>$2.151 \rightarrow 2.251$ [13]</td>
</tr>
<tr>
<td>$^{71}$GaAs $\rightarrow$ $^{69}$GaAs</td>
<td>0.39 [9]</td>
<td>$1.53 \rightarrow 1.63$ [9]</td>
</tr>
<tr>
<td>$^{76}$Ge $\rightarrow$ $^{72}$Ge</td>
<td>0.225 [11 - 16]</td>
<td>$1.53 \rightarrow 1.63$ [11 - 16]</td>
</tr>
<tr>
<td>$^{76}$Ge $\rightarrow$ $^{70}$Ge</td>
<td>0.37 [15 - 16]</td>
<td>$0.74 \rightarrow 0.84$ [15 - 16]</td>
</tr>
</tbody>
</table>

it was found the empirical dependence of $\ln \partial E_g / \partial M \sim f(\ln E_g)$, which is depicted on Fig. 26. As can be seen the indicated dependence has a parabolic character:

$$\ln(\partial E_g / \partial M) = 6.105(\ln E_g)^2 - 7.870(\ln E_g) + 0.565. \ (66)$$

![Figure 26. the empirical dependence of $\ln \partial E_g / \partial M \sim f(\ln E_g)$](image)

From this figure it can be concluded also that the small variation of the nuclear mass causes the small changes in $E_g$ also. When the nuclear mass increases it causes the large changes in $E_g$ (C; LiH; CsH) [151]. Moreover as can be seen from Fig. 26 in last case the empirical dependence $\ln(\partial E_g / \partial M) \sim f(\ln E_g)$ is very close to the linear one and in ordinary coordinate system it has a next expression:

$$\sqrt{\partial E_g / \partial M} = E_g \sqrt{6.105}.$$ (67)

Solving last equation and finding the eigenvalues and eigenfunctions and then expressing explicitly the frequency, we will obtain for model with two atoms in primitive cell (with masses $M_1$ and $M_2$) the following equation

$$\omega^2 \approx 2C\left(\frac{1}{M_1} + \frac{1}{M_2}\right) \ (69)$$

and

$$\omega^2 \approx \frac{C}{2(M_1 + M_2)} K^2 a^2. \ (70)$$

Taking into account that $K_{\text{max}} = \pm \pi/a$, where a is a period of the crystal lattice, i.e. $K_{\text{max}}$ respond the border of the first Brillouin zone

$$\omega^2 = \frac{2C}{M_1} \text{ and } \omega^2 = \frac{2C}{M_2} \ (71)$$

Formula (98) describes the optical branch of vibrations whereas (70) - acoustical branch of vibrations (see, e.g. Fig. 27). Usually the last formula is written in this way

$$\omega = \sqrt{\frac{2C}{M_1}}, \ (72)$$

6. Manifestation of the isotope effect in phonon states

6.1 Light scattering

The simplest kind of motion in solids is the vibrations of atoms around the equilibrium point. The interaction of the crystalforming particles with the one another at the move of the one atom entanglements neighbor atoms [1]. The analysis of this kind motion shows that the elementary form of motion is the wave of the atom displacement. As is well-known that the quantization of the vibrations of the crystal lattice and after introduction of the normal coordinates, the Hamiltonian of our task will be have the following relation (see, e.g. [17])

$$H(Q,P) = \sum_{i,q} \left[ -\frac{\hbar^2}{2} \frac{\partial^2}{\partial Q_i^2} + \frac{1}{2} \omega_j^2 Q_j^2 \right] \ (67).$$

In this relation, the sum, where every addend means The Hamiltonian of linear harmonic oscillator with coordinate $Q_j$, the frequency $\omega_j$ and the mass, which equals a unit. If the Hamiltonian system consists of the sum, where every addend depends on the coordinate and conjugate its quasiimpuls, then according to quantum mechanics [152] the wave function of the system equals the product of wave functions of every appropriate addend and the energy is equal to the sum of assigned energies. Any separate term of the Hamiltonian (67) corresponds, as indicate above, the linear oscillator

$$-\frac{\hbar^2}{2} \frac{\partial^2}{\partial Q^2} + \frac{1}{2} \omega^2 Q^2 \Psi = \varepsilon \Psi. \ (68)$$

Solving last equation and finding the eigenvalues and eigenfunctions and then expressing explicitly the frequency, we will obtain for model with two atoms in primitive cell (with masses $M_1$ and $M_2$) the following equation

$$\omega^2 \approx 2C\left(\frac{1}{M_1} + \frac{1}{M_2}\right) \ (69)$$

and

$$\omega^2 \approx \frac{C}{2(M_1 + M_2)} K^2 a^2. \ (70)$$

Taking into account that $K_{\text{max}} = \pm \pi/a$, where a is a period of the crystal lattice, i.e. $K_{\text{max}}$ respond the border of the first Brillouin zone

$$\omega^2 = \frac{2C}{M_1} \text{ and } \omega^2 = \frac{2C}{M_2} \ (71)$$

Formula (98) describes the optical branch of vibrations whereas (70) - acoustical branch of vibrations (see, e.g. Fig. 27). Usually the last formula is written in this way

$$\omega = \sqrt{\frac{2C}{M}}, \ (72)$$
where $\alpha$ is so-called the force constant (see also [1]). Here, as early $M$ is the mass of vibrated atom (ion). From the preceding relation it is clear that, as in molecular physics, in solid the isotope effect directly manifests in vibration spectrum, which depends on the symmetry [17] measures either in IR - absorption or in Raman scattering of light. Before analyzing Raman scattering spectra of different solids we briefly consider the classical approximation of the mechanism of Raman effect [154 - 157].

Semiconducting crystals (C, Si, Ge, $\alpha$ - Sn) with diamond - type structure present ideal objects for studying the isotope effect by the Raman light - scattering method. At present time this is facilitated by the availability of high - quality crystals grown from isotopically enriched materials (see, e.g [2] and references therein). In this part our understanding of first - order Raman light scattering spectra in isotopically mixed elementary and compound (CuCl, GaN, GaAs) semiconductors having a zinc blende structure is described. Isotope effect in light scattering spectra in Ge crystals was first investigated in the paper by Agekyan et al. [90]. A more detailed study of Raman light scattering spectra in isotopically mixed Ge crystals has been performed by Cardona and coworkers [2].

It is known that materials having a diamond structure are characterized by the triply degenerate phonon states in the $\Gamma$ point of the Brillouin zone ($\mathbf{k} = 0$). These phonons are active in the Raman scattering spectra, but not in the IR absorption one [158]. Figure 28a demonstrates the dependence of the shape and position of the first - order line of optical phonons in germanium crystal on the isotope composition at liquid nitrogen temperature (LNT) [2]. The coordinate of the center of the scattering line is proportional to the square root of the reduced mass of the unit cell, i.e. $\sqrt{M}$. It is precisely this dependence that is expected in the harmonic approximation. An additional frequency shift of the line is observed for the natural and enriched germanium specimens and is equal, as shown in Ref. [2] to $0.34 \pm 0.04$ and $1.06 \pm 0.04$ cm$^{-1}$, respectively (see, e.g. Fig. 7 in Chapter 4 of Ref. [159]).

Fig. 28. a - First - order Raman scattering spectra Ge with different isotope contents [2] and b - First - order Raman scattering in isotopically mixed diamond crystals $^{12}$C$^{13}$C$_{1-x}$. The peaks A, B, C, D, E and F correspond to $x = 0.989; 0.90; 0.60; 0.50; 0.30$ and $0.001$ (After[158]).

First - order Raman light - scattering spectrum in diamond crystals also includes one line with maximum at $\omega_{LTO}(\Gamma) = 1332.5$ cm$^{-1}$. In Fig 28b the first - order scattering spectrum in diamond crystals with different isotope concentration is shown [160]. As shown below, the maximum and the width of the first - order scattering line in isotopically - mixed diamond crystals are nonlinearly dependent on the concentration of isotopes $x$. The maximum shift of this line is $52.3$ cm$^{-1}$, corresponding to the two limiting values of $x = 0$ and $x = 1$. Analogous structures of first - order light scattering spectra and their dependence on isotope composition has by now been observed many times, not only in elementary Si, and $\alpha$ - Sn, but also in compound CuCl and GaN semiconductors (for more details see reviews [1, 2]). Already short list of data shows a large dependence of the structure of first - order light - scattering spectra in diamond as compared to other crystals (Si, Ge). This is the subject detailed discussion in [20].
Second-order Raman spectra in natural and isotopically mixed diamond have been studied by Chrenko [161] and Hass et al. [162]. Second-order Raman spectra in a number of synthetic diamond crystals with different isotope composition shown in Fig. 29 are measured with resolution (∼4 cm⁻¹) worse than for first-order scattering spectra. The authors of cited work explain this fact by the weak signal in the measurement of second-order Raman scattering spectra. It is appropriate to note that the results obtained in [163] for natural diamond (C³⁴ = 1.1%), agree well with the preceding comprehensive studies of Raman light-scattering spectra in natural diamond [163]. As is clearly seen from Fig. 29, the structure of second-order light scattering “follows” the concentration of the C³⁴ isotope. It is necessary to add that in the paper by Chrenko [161] one observes a distinct small narrow peak above the high-frequency edge of LO phonons and the concentration of C³⁴ x = 68%. Note is passing that second-order spectra in isotopically mixed diamond crystals were measured in the work by Chrenko [161] with a better resolution than the spectra shown in Fig. 29. Second-order Raman light scattering spectra and IR absorption spectra in crystals of natural and isotopically enriched Ge can be found in [1].

**Figure 28.** a - First-order Raman scattering spectra Ge with different isotope contents [2] and b - First-order Raman scattering in isotopically mixed diamond crystals $^{12}$C$_x$$^{13}$C$_{1-x}$. The peaks A, B, C, D, E and F correspond to x = 0.989; 0.90; 0.60; 0.50; 0.30 and 0.001 (After[160])

**Figure 29.** Second-order Raman scattering spectra in synthetic diamond with different isotope concentration at room temperature (After[162])

Fig. 29. Second-order Raman scattering spectra in synthetic diamond with different isotope concentration at room temperature (After[164]).
A comprehensive interpretation of the whole structure of second-order Raman light-scattering spectra in pure LiH (LiD) crystals is given in [20, 22, 164]. Leaving this question, let us now analyze the behavior of the highest frequency peak after the substitution of hydrogen for deuterium (see, also [166, 132]).

Absorption behavior of an IR-active phonon in mixed crystals with a change in the concentrations of the components can be classified into two main types: one and two-mode (see, e.g., the review [132]). Single-mode behavior means that one always has a band in the spectrum with a maximum gradually drifting from one endpoint to another. Two-mode behavior is defined by the presence, in the spectrum, of two bands characteristic of each component lead not only to changes in the frequencies of their maxima, but mainly to a redistribution of their intensities. In principle, one and the same system can show different types of behavior at opposite ends [167]. The described classification is qualitative and is rarely realized in its pure form. The most important necessary condition for the two-mode behavior of phonons (as well as of electrons [168]) is considered to be the appearance of the localized vibration in the localized defect limit. In the review [132], a simple qualitative criterion for determining the type of the IR absorption behavior in crystals with an NaCl structure type has been proposed (see also [168]). Since the square of the TO (Γ) phonon frequency is proportional to the reduced mass of the unit cell, the shift caused by the defect is equal to

$$\Delta = \omega_{TO}^2 (1 - \frac{M}{M'}) \quad (73)$$

This quantity is compared in [50] with the width of the optical band of phonons which, neglecting acoustical branches and using the parabolic dispersion approximation, is written as

$$W = \omega_{TO}^2 \left( \frac{\varepsilon_0}{\varepsilon_\infty} - \frac{\varepsilon_\infty}{\varepsilon_0} \right) \quad (74)$$

A local or gap vibrations appears, provided the condition |Δ| > (1/2)W is fulfilled. As mentioned, however, in [169] in order for the two peaks to exist up to concentrations on the order of ∼0.5, a stronger condition |Δ| > W has to met. Substituting the numerical values from Tables 1 and 2 of [20] into formulas (73) and (74) shows that for LiH (LiD) there holds (since Δ = 0.44ω_{TO}^2 and W = 0.58ω_{TO}^2) the following relation:

$$|\Delta| > (1/2)W \quad (75)$$

Thereby it follows that at small concentrations the local vibration should be observed. This conclusion is in perfect agreement with earlier described experimental data. As to the second theoretical relation Δ > W, one can see from the above discussion that for LiH (LiD) crystals the opposite relation, i.e. W > Δ, is observed [167].

Following the results of [21], in Fig. 30 we show the second-order Raman scattering spectra in mixed LiH_xD_{1-x} crystals at room temperature. In addition to what has been said on Raman scattering spectra at high concentration [22], we note that as the concentration grows further (x > 0.15) one observes in the spectra a decreasing intensity in the maximum of 2LO (Γ) phonons in LiD crystal with a simultaneous growth in intensity of the highest frequency peak in mixed LiH_xD_{1-x} crystals. The nature of the latter is in the renormalization of LO(Γ) vibrations in mixed crystal [169]. Comparison of the structure of Raman scattering spectra (curves 1 and 2 in Fig. 30) allows us, therefore, to conclude that in the concentration range of 0.1 < x < 0.45 the Raman scattering spectra simultaneously contain peaks of the LO(Γ) phonon of pure LiD and the LO(Γ) phonon of the mixed LiH_xD_{1-x} crystal. For further concentration growth (x > 0.45) one could mention two effects in the Raman scattering spectra of mixed crystals. The first is related to an essential reconstruction of the acoustooptical part of the spectrum. This straightforwardly follows from a comparison of the structure of curves 1 - 3 in Fig. 30. The second effect originates from a further shift of the highest frequency peak toward still higher frequencies, related to the excitation of LO(Γ) phonons. The limit of this shift is the spectral location of the highest frequency peak in LiH. Finishing our description of the Raman scattering spectra, it is necessary to note that a resonance intensity growth of the highest frequency peak is observed at x > 0.15 in all mixed crystals (for more details see [166]).

---

**Figure 30.** Second-order Raman scattering spectra in the isotopically mixed crystals LiH_xD_{1-x} at room temperature. 1 - x = 0; 2 - 0.42; 3 - 0.76; 4 - 1. The arrows point out a shift of LO(Γ) phonons in the mixed crystals (After [163]).

Fig. 30. Second-order Raman scattering spectra in the isotopically mixed crystals LiH_xD_{1-x} at room temperature.
Once more reason of the discrepancy between theory and results of the experiment may be connected with not taking into account in theory the change of the force-constant at the isotope substitution of the smaller in size D by H ion [151]. We should stress once more that among the various possible isotope substitution, by far the most important in vibrational spectroscopy is the substitution of hydrogen by deuterium. As is well-known, in the limit of the Born-Oppenheimer approximation the force-constant calculated at the minimum of the total energy depends upon the electronic structure and not upon the mass of the atoms. It is usually assumed that the theoretical values of the phonon frequencies depend upon the force-constants determined at the minimum of the adiabatic potential energy surface. This leads to a theoretical ratio $\omega(H)/\omega(D)$ of the phonon frequencies that always exceed the experimental data. Very often anharmonicity has been proposed to be responsible for lower value of this ratio. In isotope effect two different species of the same atom will have different vibrational frequencies only because of the difference in isotopic masses. The ratio $p$ of the optical phonon frequencies for LiH and LiD crystals is given in harmonic approximation by:

$$p = \frac{\omega(H)}{\omega(D)} = \sqrt{\frac{M(LiD)}{M(LiH)}} \approx \sqrt{2}$$

while the experimental value (which includes anharmonic effects) is 1.396 ÷ 1.288 (see Table 1 in Ref. [151]). In this Table there are the experimental and theoretical values of $p$ according to formula (30), as well as the deviation $\delta = \frac{P_{\text{theory}} - P_{\text{exp}}}{P_{\text{theory}}}$ of these values from theoretical ones. Using the least squares method it was found the empirical formula of $\ln(\delta\%) \sim f(\ln(\frac{\omega}{\omega}))$ which is depicted on Fig. 31. As can be seen the indicated dependence has in the first approximation a linear character:

$$\ln(\delta\%) = -7.5 + 2\ln(\frac{\omega}{\omega})$$

(Fig. 31. The dependence of $\ln(\delta\%) \sim f(\ln(\frac{\omega}{\omega}))$: points are experimental values and continuous line - theoretical (After [163]).

From the results of Fig. 8, it can be concluded that only hydrogen compounds (and its isotope analog - deuterium) need to take into account the force-constant changes in isotope effect. It is also seen that for semiconductor compounds (on Fig. 31 - points, which is below of Ox line) the isotope effect has only the changes of the isotope mass (for details see [151]).

Thus, the experimental results presented in this section provide, therefore, evidence of, first, strong scattering potential (most importantly, for optical phonons) and, second, of the insufficiency of CPA model for a consistent description of these results [163].

6.2. Thermal expansion

It is well-known that in real solids the forces between atoms are not truly harmonic. The higher the temperature, the more phonons that are excited and the more pronounced the effects of anharmonicity (see, e.g. [17]). This leads to changes in the equilibrium separation of the atoms. The lattice therefore expands. Thermal expansion arises as a direct result of the asymmetrical dependence of potential energy on atomic separation, i.e. anharmonicity (see, e.g. [23, 170]). It is therefore not so surprising that the variation of the coefficient of thermal expansion with temperature parallels that of the heat capacity (details see below). When discussing the thermal behavior of solids, it is important to remember that the energy content of the lattice resides in the phonons and not in particular atoms [171]. This may seem paradoxical, but the point is that we cannot convey thermal energy to a particular
atom (we exclude the case of isolated impurity atoms). We cannot cause an atom to vibrate without exiting a collective oscillation, a phonon [172]. In a pure crystal, and within the harmonic approximation, two or more phonons may pass through one another without interaction. At the surface of the sample these phonons would be reflected and continue to exist in unchanged form. But in real solids we find imperfections and anharmonicity, which cause phonons to interact, to be scattered and to decay. Phonons therefore have finite lifetime and we must think of phonon wave packets with particle-like properties. These phonons behave very much like particles in a gas: they constantly interact (collide) and a in a kinetic equilibrium at a given temperature. That this is the case is particularly evident in the thermal conductivity (see below) In insulators and semiconductors (non-metals) heat is conducted solely by the phonons and one might expect thermal energy to be transported at a speed corresponding roughly to that of sound. This may be the case in nearly perfect single crystals at very low temperatures [173, 174, 175]. However, the mutual interactions of phonons lead to mean free paths of order 100 Å, and the phonon gas therefore conducts heat in a similar manner to an ordinary gas. The energy diffuses through the gas and this is a slow process. We should remind, that Debye, long before the concept of the phonon was developed, applied the results of simple kinetic gas theory to solids with remarkable qualitative success [176].

Ubbelohde [153] pointed out in 1936 that the substitution of one isotope for another, in a solid chemical compound, will lead to differences in the rotational and vibrational frequencies of the molecules, without producing any significant change in the structure of the potential energy of the solid. These substitutions cause changes in the lattice constant, a, and in the coefficient of thermal expansion, α, of the solid. The influence of isotopic composition on the thermodynamic properties of substances is usually considered to be manifestation of the quantum nature of matter. At high temperatures in the classical limit any mass effect on thermodynamic quantities disappears and hence any quantum isotopic effect vanishes (see, also Landau and Lifshitz [176]). The dependence of the thermal expansion coefficient α from the temperature T in many cases is dictated by the temperature behavior of the specific heat (see below). It is explained that usually the integral coefficient of Grüneisen γ is weak dependence from T. There have been several investigations of the isotope effect on the lithium hydride [177, 179, 180, 185], KCN [181] and Ge [178, 182, 184].

Table 7 lists the ratios of the α’s for these same temperature intervals. Several points should be emphasized about table 6 and Table 7. There is a definite discrepancy in α for 6LiH compared to α for 7LiH in the -190° to 25° C range. There is no reasonable explanation for the higher value of 6LiH over 7LiH (see also [186]). It would be expected that the difference would be small due to the closeness of the reduced masses (μ) of 6LiH and 7LiH; however, the reversal appears to be anomalous.

Table 6. α’s×10⁶ for isotopic LiH (After [181])

<table>
<thead>
<tr>
<th>Isotopic composition</th>
<th>Temperature (°C)</th>
<th>Thermal Expansion Coefficient α (10⁶)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6LiH</td>
<td>-190-25</td>
<td>21.0 ± 0.3</td>
</tr>
<tr>
<td>7LiH</td>
<td>25-140</td>
<td>19.8 ± 0.4</td>
</tr>
<tr>
<td>6LiD</td>
<td>190-250</td>
<td>24.0 ± 0.0</td>
</tr>
<tr>
<td>7LiD</td>
<td>250-350</td>
<td>24.8 ± 0.0</td>
</tr>
<tr>
<td>7LiT</td>
<td>26.4 ± 0.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Ratio of α’s for isotopic LiH (After [181])

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Temperature (°C)</th>
<th>α/H 6Li</th>
<th>α/H 7Li</th>
<th>α/H 7LiH</th>
</tr>
</thead>
<tbody>
<tr>
<td>α_6Li</td>
<td>-190-25</td>
<td>0.879</td>
<td>0.896</td>
<td>0.921</td>
</tr>
<tr>
<td>α_7Li</td>
<td>25-140</td>
<td>0.805</td>
<td>0.872</td>
<td>0.969</td>
</tr>
<tr>
<td>α_6LiH</td>
<td>190-250</td>
<td>1.060</td>
<td>0.920</td>
<td>0.982</td>
</tr>
<tr>
<td>α_7LiH</td>
<td>250-350</td>
<td>0.750</td>
<td>0.932</td>
<td></td>
</tr>
</tbody>
</table>

Table 7 shows that for any given combination the ratio α_light /α_heavy approaches 1 as the temperature is increased. Again, all ratios should be exactly one if no isotope effect were present. The greater the relative mass differences between isotopes under study, the lower the ratio α_light /α_heavy.

This is especially noticeable in comparing the data for 6Li and 7Li it is seen the ratios are all close to one, indicating very little effect. Theoretical estimation the ratio α_LiH/α_LiD at 298 K is 0.80 and experimentally, the value α_LiH/α_LiD for the -190-25° C was 0.81. This value approaches 1.0 at the higher temperatures. The Debye theory predicts a larger heat capacity for the heavier element (C_heavy > C_light) then the Grüneisen relation α = γCv/3VY; it is expected that α_heavy > α_light. This difference in physical properties resulting from isotopic substitution becomes much less pronounced as the temperature is increased, and should eventually become negligible (see, also Kogan [187]). These results are shown on the Fig. 32. For comparison, on the Fig. 32 it is shown the results of measurements of the linear thermal expansion coefficients for two samples Ge: natGe and 76Ge (99.99%) [178]. It can be seen from this figure, that the difference Δα for two samples Ge one order less than Δα in case of LiH and LiD. In conclusion of this part we should mentioned once more the results of measurements of Δα for KCN of different isotopic composition. The precisely measurements are shown no evidence of influence of isotopic composition on the thermal expansion coefficient or the compression isotherms were found [181].
between 10 and 20 K. As is shown above, at low temperatures, the heat capacity at a constant volume is $C_v$. The experiments performed by Kostryukov in 1961 [189] were performed by Kostryukov in 1961 [189]. In this paper, the unusual behavior of specific heat was observed.

Calculations the heat capacity per gram molecule is the natural quantity to calculate, since this then refers to the properties of a fixed number of particles. In most theoretical calculations the heat capacity per gram is customarily used as a synonym for heat capacity per gram. In most theoretical calculations the heat capacity per gram is customarily used as a synonym for heat capacity per gram. The nonconstancy of the specific heats of crystals as a function of temperature was not explicable by classical theory [17]. The term specific heat is customarily used as a synonym for heat capacity per gram. In most theoretical calculations the heat capacity per gram is customarily used as a synonym for heat capacity per gram. The nonconstancy of the specific heats of crystals as a function of temperature was not explicable by classical theory [17].

The term specific heat is customarily used as a synonym for heat capacity per gram. In most theoretical calculations the heat capacity per gram molecule is the natural quantity to calculate, since this then refers to the properties of a fixed number of particles.

The early low-temperature specific heat was measured by Günther from room temperature down to 74 K [188]. First detailed measurements of the specific heat of lithium hydride in a wide temperature range from 3.7 to 295 were performed by Kostryukov in 1961 [189]. In this paper, the unusual behavior of specific heat was observed between 10 and 20 K. As is shown above, at low temperatures, the heat capacity at a constant volume is $C_v \sim 7T^3$. Kostryukov observed strong deviations from the $T^3$ law, which were dependent on the sample prehistory, and explained them by the presence of free molecular hydrogen in lithium hydride. However, by using a special experiment procedure, Kostryukov managed to obtain more reproducible results that only slightly deviated from the $T^3$ dependence. Based on these results, cited author estimated the Debye temperature of lithium hydride to be $\theta_D = 860$ K (see Table 2 in review of Plekhanov [167]). Later, Yates et al. [191] carefully studied the low-temperature ($5 < T < 320$ K) specific heat of lithium hydride. In this paper, the effect of the isotopic substitution ($H \rightarrow D$) on the specific heat was studied for the first time (see Fig. 33). Yattes et al., high-purity and high-stoichiometric samples were investigated (the total content of impurities $< 2 \times 10^{-5}$). The $C_p(T)$ dependence measured by Yates et al. at $T > 30$ K was used for calculating the Debye temperature from the relation $C_v = \text{const.} \cdot (T/\theta_D)^3$. The value of $\theta_D$ determined in this way, as was shown above, depends on the temperature. It is known that this dependence is explained by the deviation of the postulated Debye spectrum from a real phonon spectrum. The values of $\theta_D$ found from the extrapolation of $\theta_D(T)$ to $T = 0$ (Fig. 33) are equal to $\theta_D$(LiH) = 1190 ± 80 and $\theta_D$(LiD) = 1030 ± 50 K. One can see that the value of the Debye temperature for LiH obtained by Yates et al. is higher than that obtained by Kostryukov. In addition, data on the Debye temperature show that this temperature decreases with increasing isotope mass in accordance with the theory. Comparison of Debye temperatures calculated from elastic constants($\theta_D = 1083 - 1135$ K at $300$ K) [191, 192, 193] and calorimetric data ($\theta_D = 1190 \pm 80$ K at 0 K) [190] shows that they are in agreement, especially for LiH crystals. Note the strong temperature dependence of the Debye temperature of LiD crystals, which has not yet been adequately explained. It is likely that the Debye temperature of diamond also strongly depends on temperature (for details see also [17, 22]).

Fig. 20 displays interesting features in the results below 25 K. Associating the term anomaly with a situation in which the heat capacity rises with diminishing temperatures, the results for $^7$LiH and $^7$LiD will each be seen to contain anomalies, having peaks at temperatures of 11.1 ± 0.2K and 12.8 ± 0.2K respectively. The results of Fig. 34 can be little doubt that the peaks observed in the specific heats of the two compounds at low temperatures do not arise from spurious origins, and that they are truly characteristic of the compounds. When they occur in dielectric crystals, anomalies of this type are most commonly caused by movements of atoms, and in this case it seems likely that such a rearrangement takes place in the region of 11.1K in the case of $^7$LiH and in the region of 12.8K in the case of $^7$LiD. According cited authors [190] observed $\Delta\cdot$ type anomaly of the heat capacity and concluded that this anomaly in the temperature dependence of $C_p(T)$ is related to some phase transition. However numerous experimental studies on reflection spectra in exciton region and Raman spectra [168, 194] in these crystals did not reveal noticeable anomalies in the above temperature range (for details see [1]).

Fig. 33. The temperature dependence of the Debye temperature $\theta_D$ for $^7$LiH (a) and $^7$LiD (b) (After [190]).

Fig. 34. The specific heat $C_p$ of $^7$LiH (○) and $^7$LiD (•) at low temperature (After [190]).
Figure 33. The temperature dependence of the Debye temperature $\theta_D$ for $^7$LiH (a) and $^7$LiD (b) (After [188]).

Figure 34. The specific heat $C_P$ of $^7$LiH (o) and $^7$LiD (●) at low temperature (After [188]).
In recent years an analogous investigations were performed on semiconducting crystals (see, e.g. [196, 197]). Fig. 35 displays the molar heat capacity of the three investigated Ge isotope samples, again in a plot of \( C_p(T)/T^3 \) against \( T \) (Fig. 35, lower panel), as well as in the representation of the corresponding calculated Debye temperature \( \theta_D \) as a function of temperature \( T \) (upper panel). Molar heat capacity and Debye temperature show the characteristic low temperature behavior known from Ge and other solids (see [197] and references therein). Most typical is the strong minimum of \( \theta_D(T) \) around 20K, as a typical for diamond structure, due to the serious departure from the Debye approximation. Anharmonic effects become important only for \( T > \theta_D(0)/3 \), where \( \theta_D(T) \) saturates and starts to decrease with increasing \( T \) [196]. Calculations for the difference \( \Delta C_{\text{isotope}} \) between the values of molar heat capacity of the isotopes show that \( \Delta C_{\text{isotope}} \) increases with temperature since \( C_p(T) \) increases most strongly for the material with the greatest molar mass (compare, please with LiH data). \( \Delta C_{\text{isotope}} \) reaches a maximum around \( \theta_D(0)/4 \) (\( \approx 90K \) for Ge) and at the limit of high temperatures, it approaches zero [17, 196].

Figure 35. Molar heat capacity \( C_p(T) \) of the three measured crystal samples: \(^{70/76}\text{Ge} (+), ^{70}\text{Ge} \) (circles connected by a thin line) and \(^{70}\text{Ge} \) (\( \vartriangle \)): plot of \( C_p/T^3 \) against \( T \) (lower panel), and (upper panel corresponding Debye temperature \( \theta_D \) as a function of temperature \( T \). The insert shows a magnification of the plot in the lower panel (After [196]).

6.3. Thermal conductivity

In insulators and semiconductors (at \( T < \theta_D \)) the thermal conduction is effected by phonons, predominantly acoustic ones [175]. Thermal conductivity of crystals has been subject of many experimental theoretical studies (see, e.g. reviews and monographs [175, 198 - 206]). The first experimental results (see, e.g. [206]) have already pointed out the existence of maximum of the thermal conductivity coefficient \( k_m \) at about \( T \approx 0.05 \theta_D \), where \( \theta_D \) is the Debye temperature. The growth of \( k \) at low temperatures has been related to phonon scattering due to Umklapp (U -) type processes [198]. In the vicinity of \( k_m \) thermal conductivity is quite sensitive to impurities and defects in the specimen. The scattering of phonons dynamic isotope disorder is independent of temperature and lattice anharmonicity. The role of isotopes as an additional channel of phonon scattering and their influence on thermal conductivity were first theoretically studied by Pomeranchuk [200] in 1942, and were experimentally studied using Ge in 1958 [201]. According to the results of the latter reference, for a Ge specimen (having 95.8% \(^{74}\text{Ge} \)), a threefold growth of the thermal conductivity coefficient as compared to the specimen of germanium with natural isotope composition was observed. Later, the influence of isotopes on diamond thermal conductivity was studied many times [206 - 208].

It is generally assumed (see, e.g. [1]) that at not too high temperatures, the dominant interacting among phonons involve three phonons. In a "normal" (N -) process the wave vectors \( \vec{q}_1 \) of the phonons are conserved and such process tend to restore a disturbed phonon distribution to one which can be described as a displaced Planck
distribution (see, e.g. Fig. 5.2 in [17]) which is unaffected by N-processes and corresponds to a heat flow. By themselves, therefore, N-processes would not lead to a thermal resistance.

In Umklapp (U-) process [202] the wave vectors are not conserved and, as in other resistive processes, they tend to restore a disturbed phonon distribution to the equilibrium Planck distribution which corresponds to zero heat flow, and thus lead to a finite conductivity (for more details, see, review [1]). The Debye expression [175] for the conductivity \( k(T) \) is derived from an adiabatic of the simple kinetic theory

\[
k(T) = \frac{1}{3} \langle v_{ph} \rangle \ell_{ph}(T) C_p(T),
\]

where \( \langle v_{ph} \rangle \) is an average phonon velocity, \( \ell_{ph}(T) \) their mean free path and \( C_p(T) \) the corresponding specific heat (for diamond see [202 - 204]). A theory of \( k(T) \) requires basically the calculation of

\[
\ell_{ph}(T) = \tau_{ph}(T)/\langle v_{ph} \rangle
\]

a rather formidable task since several scattering mechanisms (normal -, u-processes, boundary of sample, isotope scattering) [1] contribute to determining the mean free path. In formula (79) \( \tau_{ph}(T) \) is the phonon relaxation time. The simplest of these mechanisms, and the one that can be varied for a given material of the acoustic phonons by isotopic mass fluctuations. This scattering is equivalent to Rayleigh scattering (of photons) at point defect. Within Debye approximation, we will have

\[
k(T) = \frac{k_B}{2\pi v} \left( \frac{k_B}{\hbar} \right)^3 T^3 \int_0^{2\pi} \tau(x) \frac{x}{(e^{x} - 1)^2} dx.
\]

In last expression \( k_B \) is the Boltzmann constant. Klemens [174] was the first to try to take the role of N-processes into account. Using perturbation theory Klemens [172] developed the following expression for the scattering rate \( \tau_{isotope}^{-1} \):

\[
\tau_{isotope}^{-1} = \frac{\pi \hbar v_0}{4} \langle \Delta M \rangle^2 \omega^2,
\]

where \( v_0 \) is a volume per atom (for diamond \( 5.7 \times 10^{-24} \text{ cm}^3 \) and \( \omega \) is phonon frequency. Callaway approach [207] successfully introduces normal phonon scattering (\( \tau_{N}^{-1} \)) and resistive scattering (\( \tau_{R}^{-1} \)) (see formula (4.51) in [1]).

In Fig. 36 present the results of Wei et al. [204]. The solid curves are the results of fitting the Callaway theory [207], using a single set of fitting parameter. In this paper, Wei et al. have measured a record thermal conductivity of 410 Wcm\(^{-1}\)K\(^{-1}\) at 104 K for a 99.999% \(^{12}\)C enriched diamond. These authors predict that a 99.999% \(^{12}\)C diamond should have a peak value of thermal conductivity exceeding 2000 Wcm\(^{-1}\)K\(^{-1}\), at about 80K, assuming, of course, that is not limited by point defect scattering mechanisms other than minority isotopes. Similar results have very recently been reported by Olson et al. [207]. We should stress that none of the currently existing theories accurately takes into account all the possible scattering processes.

![Figure 36. Thermal conductivity of natural abundance (1.1% of \(^{13}\)C) diamonds (lower squares), isotopically enriched (0.1% \(^{13}\)C) diamond (upper squares), together with the low - temperature data (circles) and high - temperature data. The solid curves are the result of fitting the Callaway theory [201] to the data, using the same set fitting parameters. The inset shows the calculated thermal conductivity corresponding to 1%, 0.1% and 0.001% \(^{13}\)C concentration according to Callaway theory (After [204])](image)
specimen is 14 times less than that of ⁷⁰Ge (91.91%). An increase in $k$ reaches however, only 30% at $T = 300K$ (see, also [1, 2]).

The thermal conductivity of monoisotopic and isotopically mixed specimens of silicon crystals has been studied in following papers [210 - 215]. Since the most detailed results have been obtained by the authors of [210], we restrict ourselves to their consideration. It is well-known that natural silicon consists of three isotopes: ²⁸Si (∼ 92%), ²⁹Si (∼ 5%), and ³⁰Si (∼ 3%). The use of monoisotopic silicon (for example ²⁸Si) can substantially reduce the value of dissipated energy scattered in electronic elements made of silicon (e.g. in the memory of electronic computers [209]). The results studies of the thermal conductivity of monoisotopic and isotopically mixed crystals are shown in Fig. 37. According to the results presented in this Fig. 37, for SI284 specimen $k = 237(8) \text{Wm}^{-1}\text{K}^{-1}$ at 300K, whereas for the SINI (natural Si) specimen it is equal to 150 \text{Wm}^{-1}\text{K}^{-1}. This means that at 300K the thermal conductivity of a monoisotopic ²⁸Si specimen grows, as compared to the natural silicon, by 60% (later - 10%, see, erratum). At the same time, at about 20 K (in the vicinity of the maximum of the silicon thermal conductivity curve) $k$ reaches the value of 30000 ± 5000 \text{Wm}^{-1}\text{K}^{-1}, which is 6 times higher the value $k = 5140 \text{Wm}^{-1}\text{K}^{-1}$ for natural specimen (see, also [199]).

![Figure 37. Thermal conductivity of the highly isotopically enriched ²⁸Si sample SI284 (filled circles) and the natural Si reference SINI (open circles). The filled and open triangles are other measurements for highly isotopically enriched ²⁸Si and natural Si, respectively (from Ref. [199]); “plus” symbols denote the “standard” curve for natural Si (from [199]). The thin solid and dashed lines are the theoretical results of [212] for ²⁸Si and natural Si, respectively. The thick solid line has been calculated with the same theory using the actual mass variance $g_2$ of sample SI284 (see, also Table 8) (After [214]).](image)
- temperatures (300 - 400K), especially for the specimen with natural isotope composition. They think that this disagreement can occur due to fundamental reasons that require further study. In particular, taking into account the fine structure of the nonequilibrium phonon distribution function could bring theoretical and experimental results much closer. A qualitative comparison of the influence of the isotope effect on the thermal of germanium, silicon and diamond is given in Table 8.

Table 8. Comparison of the effect of isotopic scattering on the thermal conductivity of natural Ge, Si and diamond at 300 K. The % increase in $k$ is the increase of the thermal conductivity of the nearly isotopically pure sample compared to the natural sample. The isotope is defined as $g = \sum_i f_i \left( \frac{\Delta M_i}{M} \right)^2$ (After [211], [213] and [214]).

<table>
<thead>
<tr>
<th>Isotope</th>
<th>% increase in $k$</th>
<th>$\theta$</th>
<th>$\Gamma$</th>
<th>10^{-4}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>30</td>
<td>376</td>
<td>5.80</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>60</td>
<td>658</td>
<td>2.01</td>
<td></td>
</tr>
<tr>
<td>Diamond</td>
<td>50</td>
<td>1860</td>
<td>0.76</td>
<td></td>
</tr>
</tbody>
</table>

In concluding we should remark, that until recently all theories on thermal conductivity had a strongly phenomenological flavor, making use of the relaxation time approximation. In recent years, considerable progress towards an ab initio theory has been made [213, 214]. These authors used two - and three - body potentials obtained by fitting phonon dispersion relations and related the anharmonic properties with a single average Grüneisen parameter. In this manner they determined the third - order coupling coefficients for all possible three - phonon combinations. They then solved iteratively the Boltzmann equation for phonon transport without using the relaxation - time approximation. A scattering time must, however, still be used to describe boundary scattering in the lowest temperature region. In this manner they reproduced rather well the thermal conductivities of Ge, Si and diamond and the observed isotope effects (for details see [213, 214]).

7. Isotpetronics applications

This chapter reviews the applications of isotopetronics in different modern technologies and science. The application of stable and radioactive isotopes have described quit wide early in my monographs [17, 219]. Here we shall briefly describe isotopetronics application in two very perspective branches: low - dimensional devices as well as lasers and emitted diodes.

7.1. Low - dimensional devices

Nanoscience is not physics, chemistry, engineering or biology - it is all of them. The same we should tell about isotopetronics. The high level of circuit integration in today’s silicon technology could not have been achieved with III - V semiconductors. However, from point of view of operating speed, III - V devices show many advantages (see below), mainly due to the high carrier mobility, $\mu$, and lower effective mass of electrons in III - V compounds [220]. As is well - known, carrier mobility in GaAs is about one order of magnitude higher than that of silicon [220]. In fact, the electron velocity in a semiconductor under the effect of an applied external field is probably the most representative parameter for the design of high - speed advanced electronic circuits. Fig. 38 shows the maximum operation frequency (in GHz) of different modulation - doped field effect transistors (MODFETs) as a function of gate length (in microns) [220]. Due to their particular characteristics, these transistors are also called high electron mobility transistors (HENTs) [222]. For comparison purpose, Fig. 38 also includes typical parameters of silicon metal - oxide - semiconductor field effect transistors (MOSFETs) as well as GaAs MESFETs. On this picture frequency values are given at room temperature (300K) although these frequencies are much higher for operation temperature close to 0K, as a consequence of the increase in mobility at low temperature (see, e.g. [222]). At present MODFET devices with gate lengths about 100 nm and maximum operation frequencies at room temperature of several hundreds of GHz are available.

Figure 38. Maximum operation frequencies reached by MODFET, MESFET and MOSFETs as function of gate length (After [224, 225]).

Fig. 38. Maximum operation frequencies reached by MODFET, MESFET and MOSFETs as function of gate length (After [221, 221^*]).
Another very interesting quantum effect to take into account for the development of advanced transistors is the so-called resonant tunneling effect [222]. Resonant tunneling diodes (RTD), based on that effect, basically consist of a quantum well surrounded by two potential barriers thin enough to allow electron tunneling. Due to the extremely low electron transit time through these semiconductors structures, electronic devices based on RTDs can operate at extremely high frequencies, in the range of 1 THz. By the addition of an RTD to a bipolar transistor or to a FET, it is possible to build resonant tunneling transistor (RTT). In these transistors, the resonant tunnel structure injects very hot electrons (i.e. electrons of very high kinetic energy) into the transistor active region. The reduction of the characteristic device size to the nanometric range leads to a notable reduction in the number of electrons contained in the electric signals transferred through electronic devices. This tendency has led to the development of the so-called single-electron transistor (SET). As will be seen below, the performance of SETs is based on the Coulomb blockade effect, which is manifested in zero-dimensional semiconductor structures - QDs (see, [4]).

**Resonant tunneling diodes.** As was shown above that electrons in heterojunctions and in QWs can respond with very high mobility to applied electric fields parallel to the interfaces (see, also [4]). In this part, the response to an electrical field perpendicular to the potential barriers at the interfaces will be considered. Under certain circumstances, electrons can tunnel through these potential barriers, constituting the so-called perpendicular transport (see, also [226]). Tunneling currents through heterostructures can show zones of negative differential resistance (NDR) (see, Fig. 38), which arise when the current level decreases for increasing voltage (see [3]). The operation of NDR QW electronic devices is based on the so-called resonant tunnel effect (RTE), which takes place when the current travels through a structure formed by two thin barriers with a QW between them. The I-V characteristics of RTE devices depicted on the Fig. 39. This figure also shows the representation of the conduction band of a double heterojunction with a QW between the junctions. The thickness of the QW is supposed to be small enough (5-10 nm) as to have only one allowed energy level $E_1$ (resonant level). The well region is made from lightly doped GaAs surrounded by higher gap AlGaAs (see, e.g. [223]). The outer layers are made from heavily doped n-type GaAs (n+GaAs) to facilitate the electrical contacts. The Fermi level of the n+ GaAs is represented within the conduction band, since it can be considered a degenerated semiconductor [224].

Let us suppose that an external voltage, $V$, is applied, starting from 0V. It can be expected that some electrons tunnel from the n+ GaAs conduction band through the potential barrier, thus resulting in increasing current for increasing voltage (region 1-2 in the I-V curve of the Fig. 39). When the voltage increases, the electron energy in n+ GaAs increases until the value $2E_1/e$ is reached, for which the energy of the electrons located in the neighborhood of the Fermi level coincides with that of level $E_1$ of the electrons in the well (see, Fig. 39b). In this case, resonance occurs and the coefficient of quantum transmission through the barriers rises very sharply. In effect, when the resonant condition is reached, the electron wave corresponding to the electrons in the well is coherently reflected between two barriers (see, e.g. Fig. 10.18 in [225]) reflected between two barriers. In this case, the electron wave incident from the left excites the resonant level of the electron in the well, thus increasing the transmission coefficient (and thus the current through the potential barrier) (region 2 in Fig. 39f). If the voltage further increased (region 2-3), the resonant energy level of the well is located below the cathode lead Fermi level and the current decreases, thus leading to the so-called negative differential resistance (NDR) region (region 2-3 of the Fig. 39). Finally, for even higher applied voltage, Fig. 38d, the current again rises due to the thermal ionic emission over the barrier (region 4). RTD used in microwave applications are based on this effect. A figure of merit used for RTD is the peak-to-valley current ratio of their I-V characteristic, given by the ratio between the maximum current (point 2) and the minimum current in the valley (point 3). Although the normal values of the figure of merit are about five for AlGaAs - GaAs structures at room temperature, values up to 10 can be reached in devices fabricated from strained InAs layers, surrounded by AlAs barriers and operating at liquid nitrogen temperature [224]. If RTD

![Figure 39. Schematic representation of the conduction band of a resonant tunnel diode: (a) with no voltage, (b - d) for increasing applied voltage, (c) - current - voltage characteristic](image-url)
are simulated by a negative resistance in parallel with a diode capacitance $C$ and a series resistance $R_S$, as is the case of normal diodes, it is relatively easy to demonstrate that the maximum operation frequency increases as $C$ decreases. The resonant tunnel diode is fabricated from relatively low-doped semiconductors, which results in wide depletion regions between the barriers and the collector region, and accordingly, small equivalent capacity. For this reason, RTDs can operate at frequencies up to several THz, much higher than those corresponding earlier tunnel diodes which just reach about 100GHz, with response time under $10^{-13}$ s. Small values of the NDR, i.e. an abrupt fall after the maximum on the $I$ - $V$ curve result in high cut-off frequencies of operation. In fact, RTDs are the only purely electronic devices that can operate up to frequencies close to 1 THz, the highest of any electron transit time device (see, also [231]).

**Field effect transistors.** The previously analyzed diodes are simplest electronic devices, for which the current is controlled by the diode bias and vice versa. A useful function can be performed mainly due to nonlinearity of current - voltage dependences. In contrast, in three-terminal devices known as transistors there exist the possibility of controlling the current through two electrodes by varying the voltage or the current through third electrode. Below we briefly describe the field effect transistors (FETs) on the base of the nanowires. Nanowire FETs can be configured by depositing the nanomaterial onto an insulating substrate surface, and making source and drain on the ends nanowire. Fig. 39 illustrates this approach. There, we show a schematic diagram of a Si-nanowire FET with the nanowire, the metal source and drain electrodes on the surface of the SiO$_2$/Si substrate (see, also [230]). This approach may serve as the basis for hybrid electronic systems consisting of nanoscale building blocks integrated with more complex planar silicon circuitry [223].

We should note that an extremely small FET may be built on the basis of carbon nanotube [232]. In conclusion of this part we have noted that the nanowire devices discussed here have great potential for applications in nano- and optoelectronics.

![Figure 40. A schematic diagram of a Si - FET with nanowire, the metal source, and drain electrodes on the surface of a SiO$_2$/Si substrate (After [230]).](image)

Fig. 40. A schematic diagram of a Si - FET with nanowire, the metal source, and drain electrodes on the surface of a SiO$_2$/Si substrate (After [230]).

**Single - electron - transistor.** The so-called single electronics [221,221a, 223, 226, 227-235] appeared in the late 1980s, is at present time a tremendously expanded research field covering future digital and analog circuits, metrological standards, sensors, and quantum information processing and transfer [221]. The basic device, called a single electron device (SED), literally enables the control of electrons on the level of an elementary charge (see, also [230, 231]). There are rich varieties SEDs (see, e.g. [228 - 230]), but the operation principle of all SED is basically the same. SEDs rely on a phenomenon that occurs when electrons are to enter a tiny conducting material (Fig. 41). When the tiny conducting material, or metallic "island", is extremely small, the electrostatic potential of the island significantly increases even when only one electron enters it. For example, for a nanometer scale island having a capacitance $C$ of, say, 1 aF ($10^{-18}$F), the increase in the voltage, which is $e/C$ with $e = 1.6 \cdot 10^{-19}$ C, reaches 160 mV. This is much larger than the thermal noise voltage at room temperature, 25.9 mV. Coulomb repulsion prevents additional electrons from entering the island unless the island potential is intentional lowered by an external bias. If the island potential is lowered gradually, the other electrons can enter the island one by one.
with negligibly small power dissipation (for details see [221, 221a, 222] and references therein).

![Image of a single electron transistor]

**Figure 41.** A scanning electron microscope image of a single electron transistor (After [242]).

The single-electron transistor works as follows. The electron transfer is determined by two factors: the Coulomb charging of the dot and the quantized energy levels in the dot (see above). If the drain is biased with respect to the source, an electric current occurs in the regime of single-electron transfer. By applying the voltage to the gate and changing the QD parameters, one can change the conditions of electron tunneling and affect the source-drain current. Examples of modulation of the conductance in single-electron transistors by the gate voltage are presented in Fig. 42. The devices have almost the same geometry. Their dimensions are large enough to have a number of quantized levels. In Fig. 42 each peak in the conductance corresponds to transfer of one electron, when an energy level enters into resonance with the electron states in the contacts. Though the conductance versus gate-voltage dependences are different, i.e. not reproducible, the peak spacing is the same for both devices. It is determined by the change in the gate voltage required to change the charging energy of the QDs by one electron. The Fig. 42 shows clearly that the electric current is modulated significantly by the gate voltage. Thus, for transistors with single-electron transport, strong control of very small electric current may be possible.

![Graph of conductance vs gate voltage]

**Figure 42.** Conductance as a function of $V_g$ for two samples with the same geometry (After [224, 225]).

7.2. Solid state lasers

As is well-known, the word laser is an acronym for "light amplification by the stimulated emission of radiation", a phrase which covers most, though not all, of the key physical processes inside a laser. Unfortunately, that concise definition may not be very enlightening to the nonspecialist who wants to use a laser but has less concern about the internal physics than the external characteristics. A general understanding of laser physics is as helpful to the laser user as a general understanding of semiconductor physics is to the circuit designer. From a practical standpoint, a laser can be considered as a source of a narrow beam of monochromatic, coherent light in the visible, infrared or UV parts of spectrum. The power in a continuous beam can range from a fraction of a milliwatt to around 20 kilowatts (kW) in commercial lasers, and up to more than a megawatt in special military lasers. Pulsed lasers can deliver much higher peak powers during a pulse, although the average power levels (including intervals while the laser is off and on) are comparable to those of continuous lasers.
The range of laser devices is broad. The laser medium, or material emitting the laser beam, can be a gas, liquid, crystalline solid, or semiconductor crystal and can range in size from a grain of salt to filling the inside of a moderate-sized building. Not every laser produces a narrow beam of monochromatic, coherent light. A typical laser beam has a divergence angle of around a milliradian, meaning that it will spread to one meter in diameter after traveling a kilometer. This figure can vary widely depending on the type of laser and the optics used with it, but in any case it serves to concentrate the output power onto a small area. Semiconductor diode lasers, for example, produce beams that spread out over an angle of 20 to 40° hardly a pencil-thin beam. Liquid dye lasers emit at a range of wavelengths broad or narrow depending on the optics used with them. Other types emit at a number of spectral lines, producing light is neither truly monochromatic nor coherent. Practically speaking, lasers contain three key elements. One is the laser medium itself, which generates the laser light. A second is the power supply, which delivers energy to the laser medium in the form needed to excite it to emit light. The third is the optical cavity or resonator, which concentrates the light to stimulate the emission of laser radiation. All three elements can take various forms, and although they are not always immediately evident in all types of lasers, their functions are essential. Like most other light sources, lasers are inefficient in converting input energy into light; efficiencies can range from under 0.01 to around 20% [232, 233].

Semiconductor lasers, like other lasers, have population inversions which lead to stimulated emission of photons. Semiconductor laser is different from another lasers primarily because the energy levels in semiconductors must be treated as continuous distributions of levels rather than discrete levels [234]. We shall assume that the densities of states in the conduction and valence bands of the semiconductor are known functions of energy, and that the occupations of these levels are characterized by quasi-Fermi levels [234]. Then the probability that the state of energy E in the conduction band is occupied by an electron is

\[ f_c(E) = \frac{1}{1 + \exp((E - F_c)/kT)} \]

where \( F_c \) is the quasi-Fermi level for the conduction band, \( k \) is Boltzmann’s constant, and \( T \) is absolute temperature. A corresponding expression applies in the valence band, with quasi-Fermi level \( F_v \). For a system in thermal equilibrium, the quasi-Fermi levels are equal to each and become the Fermi level \( E_F \). In an excited system we have \( F_c > F_v \), and we can use the separation of the quasi-Fermi levels as a measure of the excitation. The use of quasi-Fermi levels greatly simplifies the treatment of systems with many energy levels, or with continuous distributions of levels, because one quantity represents the occupation probability of many levels. The concept of quasi-Fermi level in an excited system is valid provided the scattering rate of carriers within a band is rapid compared to the recombination rate between bands, i.e. if the carriers within the conduction band and within the valence band rapidly establish a quasi-equilibrium among themselves although the conduction band and the valence band are not in equilibrium with each other. For semiconductors with substantial numbers of free carriers, carrier-carrier scattering will lead to the establishment of quasi-equilibrium (see e.g. [235, 236]).

The original semiconductor lasers were p-n junctions prepared by diffusion of acceptor impurities into n-type GaAs, and this is still one of the most common structures. Semiconductors with \( k \)-conserving transitions at the energy gap are strongly favored for lasing, but some impurity levels can lead to stimulated emission in indirect-gap semiconductors, e.g. [237, 238]. All the p-n junction lasers are excited by passing current through the p-n junction, and the excitation rate is characterized by the current density. When a forward current flows, electrons are injected into the p-type material and holes are injected into the n-type material, the latter to a much smaller extent partly because of the lower hole mobility. In heterojunctions, potential barriers play a major role in the injection of carriers [237]. The excess of electron and hole concentrations over their equilibrium values creates a local population inversion and leads to stimulated emission of photons at sufficiently high excitation levels. The layer near the p-n junction where this occurs is called the active region or active layer of the device. Fig. 91. shows that the effective thickness of the active layer in graded junction lasers increases as the current density increases. This leads to smaller quasi-Fermi level separations and to less efficient use of the excitation for lasing. Heterostructure lasers (see also [252]) contain built-in potential barriers for the electrons which tend to confine them to regions of fixed width. Thus the excitation can be used most effectively.

A second class of excitation methods involves excitation with photons [241] or with an electron beam [239, 240]. For optical excitation, the active layer thickness will be of the order of \( 1/\alpha \), where \( \alpha \) is the absorption coefficient of the incident photons. For electron beam excitation, the active layer thickness will be of the order of the penetration depth of the electrons, which is a function of their energy (see, e.g. [228]). In both cases, diffusion of carriers will add a distance of the order of the diffusion length to the thickness given. If sufficiently thin samples are used, the excitation state may be relatively uniform through the sample, provided surface recombination is unimportant. The excitation rate for the externally excited structure can be converted to an equivalent current density. For photons, the absorbed photon flux is multiplied by the electronic charge provided that each absorbed photon give rise to an electron - hole pair. It should be added that values of about \( 3E_g \) are necessary to create one e - h pair [241]. This means that the main part of the incident pump energy is transferred into heat. This is one of the disadvantages of e-beam pumping.

With increasing excitation intensity, frequently laser action is observed in the excitonic luminescence. However, the direct recombination of an exciton can never give rise to laser action, because the coupled exciton-photon system corresponds in the resonant approximation to two linearly coupled harmonic oscillators. The equations of motion of this system do not contain the nonlinearity which is necessary to describe laser action. The participation of a third field is required in order to introduce the possibility of laser action [229, 230], i.e. the laser action in
exciton systems has to be a parametric process in which a pump field, a signal field and an idler field participate.

Fig. 43. The onset of stimulated emission in CdSe at 77K (After [260]).

Fig. 43. The onset of stimulated emission in CdSe at 77K (After [245]).

Below we describe a scheme for lasing action involving excitons in a pure crystal [230, 242]. As was shown above optical transitions in pure III-V compounds which can be used for laser action are band-band transitions. In II-VI compounds (as well as LiH [183] and etc.), the recombination process of electrons and holes via exciton states is more favorable than the band-band transition [65, 58, 72]. During last four decades laser action has been obtained in II-VI compounds by electron beam bombardment [243 - 247], by optical excitation [243 - 247]. The laser transitions involve the A₁ - nLO phonons, where n = 1; 2. Gain measurements [58, 248 - 250] and simultaneous measurements of the emission intensities of the A₁ line (direct A - exciton recombination [246, 247, 249]) and the A₁ - LO line also confirm the statement that in CdS the A₁ - LO (A₁ - 2LO) line starts to lase for sufficiently high pump rates (see also Fig. 43) (for details see [260]). In cited papers Haug [229, 230] calculated the temperature dependence of the maximum gain frequency at threshold. The result is simple in the low-temperature limit (see, also [183])

\[ \Delta_{\text{max}} \to \frac{3}{2} kT \]
and also in the high-temperature limit

\[ \Delta_{\text{max}} \to (3\kappa B/kT)^{2/5} \exp\left(\frac{-2h\nu}{5kT}\right), \]  

where \( 2\kappa = 1.25 \times 10^{12} \text{ s}^{-1} \), corresponding to losses of 100 cm⁻¹, \( B = 1.55 \times 10^{35} \text{ erg}^{-3/2}\text{s}^{-1} \) for CdS crystals. These limiting results have also been given by Mashkevich et al. [250]. The typical experimental gain \( I_{thr} (T) \) dependence, obtained in paper [250] is presented in Fig. 44. There are shown some spectra of stimulated emission at different temperatures. Authors of [250] indicated some contradiction of their experimental results with theoretical description.

Fig. 44. The dependence \( I_{thr}(T) \) and some examples of (above-threshold) lasing spectra (in the range of A₁ - 1LO; A₁ - 2LO phonons) at different temperature (After [265]).

Fig. 44. The dependence \( I_{thr}(T) \) and some examples of (above-threshold) lasing spectra (in the range of A₁ - 1LO; A₁ - 2LO phonons) at different temperature (After [249]).

Isotope - mixed bulk lasers. As was shown in papers [183, 22, 251] another application of isotope pure and isotope mixed crystals that will be discussed here is related to the possibility of using an isotopically mixed medium (e.g. LiHₓD_{1-x} or \( ^{12}\text{C}_x^{13}\text{C}_{1-x} \)) as an oscillator of coherent radiation in the ultraviolet spectral range [252, 253]. To achieve this, the use of indirect electron transitions involving, say, LO phonons was planned [229, 230]. As was shown above using indirect electron transitions involving phonons to degenerate coherent radiation in semiconductors was originally proposed by Basov et al. (see [244, 245] and reference therein). Kulevsky and Prokhorov [248] were the first to observe stimulated radiation using emission lines of LO phonon repetitions in CdS crystals on two photon excitation (see also [254]). The detection of LO phonon replicas of free - exciton luminescence in wide - gap insulators attracted considerable attention to these crystals (see e.g. [254]). At the same time it is allowed one to pose a question about the possibility of obtaining stimulated emission in UV (VUV)
region (4 - 6 eV) of the spectrum, where no solid state sources for coherent radiation exist yet. In the first place this related to the emitters working on the transitions of the intrinsic electronic excitation (exciton). The last one provides the high energetical yield of the coherent emission per unit volume of the substance.

In this part we will discuss the investigation results of the influence of the excitation light density on the resonant secondary emission spectra of the free - exciton in the wide - gap insulator LiH$_x$D$_{1-x}$ (LiH$_{1-x}$F$_x$) crystals. The cubic LiH crystals are typical wide - gap ionic insulator with $E_g = 4.992$ eV [251] with relatively weak exciton - phonon interaction however: $E_B/\hbar\omega_{LO} = 0.29$ where $E_B$ and $\hbar\omega_{LO}$ are exciton binding energy and longitudinal optical phonon's energy, respectively. Besides it might be pointed out that the analogous relation for CdS, diamond and NaI is 0.73; 0.45 and 12.7, respectively [252]. Figure 45 depicts, as an example, the exciton luminescence spectrum of pure (LiH and LiD) and mixed (LiH$_x$D$_{1-x}$) crystals at a low temperature. Analogous results for $^{12}$C$_x$ $^{13}$C$_{1-x}$ mixed diamond crystals are shown in Fig. 98 of Ref [183]. A common feature of all three spectra depicted in Fig. 45 is a phononless emission line of free excitons and its 1LO and 2LO phonon replicas. An increase in the density of the exciting light causes a burst of the radiation energy in the long-wave wing of the emission of the 1LO and 2LO repetitions at a rate is higher for the 1LO repetition line [80, 251]. The further investigations have shown [80] that with the increase of the excitation light intensity at the beginning a certain narrowing can be observed, followed by widening of the line of 2LO phonon replica with a simultaneous appearance of a characteristics, probably mode structure. A proximity of the exciton parameters of LiH and CdS (ZnO) crystals allowed to carry out the interpretation of the density effects in LiH on the analogy with these semiconducting compounds. Coming from this in the paper [272] it was shown that for the observed experimental picture on LiH crystals to suppose the exciton-phonon mechanism of light generation [242] is enough the excitons density about $10^{15}$ cm$^{-3}$. This is reasonable value, if the high quality of the resonator mirror - the crystal cleavage "in situ" and relatively large exciton radius ($r = 40$ Å [251]) is taken into account. To this light mechanism generation must be also promoting a large value of the LO phonon energy ($\hbar\omega_{LO} = 140$ meV ). Owing to this the radiative transition is being realized in the spectral region with a small value of the absorption coefficient, and thus with a small losses in resonator (for details see also [251], see also [22]).
Fig. 45. Photoluminescence spectra of free excitons at 4.2K: 1 - LiH; 2 - LiH, D1−x and 3 - LiD crystals (After [251]).

**Light - emitting diodes and lasers of low - dimensional structures.** So far we have studied electronic nanoscale devices, i.e., a class of devices that exploits electrical properties of nanostructures and operates with electric input and output signals. Another class is composed of optoelectronic devices, which are based on both electrical and optical properties of materials and work with optical and electric signals. In this paragraph we will analyze two very important classes of optoelectronic devices: light - emitting diodes and lasers. As will be shown below, the energy of the electric current flowing through these diodes is transformed into light energy. These optoelectronic devices have a huge number of applications and deserve consideration in detail (see, also [255 - 258]).

Although stimulated emission [4] from the injection laser diode is very important (see, below), practically, sub - threshold operation of the diode - when only spontaneous light is emitted - is in many cases advantageous and has a number of applications. Diodes operating with spontaneous light emission are called light - emitting diodes [237]. The important characteristic of the light - emitting diode is the spectral distribution of emission. The spectrum of emission is determined, primarily, by the electron/hole distributions. Thus, the ambient temperature $T$, defines both spectral maximum and the spectral width of emission. The peak value of the spectral distribution can be estimated as [224]

$$\hbar \omega = E_g + \frac{\hbar k_B T}{2}.$$  

The full width at half maximum of the distribution is $\Delta \omega \approx 2k_B T/\hbar$ and is independent of $\omega$. In terms of the wavelength, $\lambda$, we obtain

$$\Delta \lambda = [\lambda_m^2/(2\pi c) \Delta \omega]$$

or

$$\Delta \lambda = 1.45\lambda^2 k_B T.$$  

where $\lambda_m$ corresponds to the maximum of the spectral distribution, $\Delta \lambda$ and $\lambda_m$ are expressed in micrometers, and $k_B T$ is expressed in eV. Fig. 46 shows the spectral density as a function of the wavelength for light - emitting diodes based on various materials. For these different materials, the spectral linewidth increase in proportion to $\lambda^2$, in accordance with Eq. (86). From Fig.47, one can see that light - emitting diodes cover a wide spectral region from the infrared - about 8 $\mu$m for InGaAsP alloys - to the near ultraviolet - 0.4 $\mu$m for GaN. Light - emitting diodes are, indeed very universal light sources [258].

Fig. 46. The dependence of the shape of 2LO replica line on the excitation intensity ($I_0$) light: 1 - 0.05$I_0$; 2 - 0.09$I_0$; 3 - 0.35$I_0$; 4 - $I_0$ (After [253]).

Fig. 47. The spectra of light - emitting semiconductor diodes with different bandgaps (After [221]).

Semiconductor lasers incorporating low - dimensional hetero-structures, QWs and QDs, are attracting considerable interest of their potential for improved performance over QW lasers (see, e.g. [257, 258]). This prediction is based, in the single - particle picture, on the sharper density of states resulting from the confinement of the charge carriers in two or three directions. Among other advantages, the ideal QD and QWR lasers would exhibit higher and narrower gain spectrum, low threshold currents, better stability with temperature, lower diffusion of carriers to the device surfaces, and a narrower emission line than double heterostructure or QW lasers (see, also [259, 259]).

The observation of lasing from excitons in optically excited V - groove GaAs/AlGaAs QWR laser structures was detailed in paper [260]. The observable emission is attributed to the recombinations of excitons associated with the lowest energy electron - and hole - subbands of the QWR. Moreover these authors show that the emission is determined, primarily, by the electron/hole distributions. Thus, the ambient temperature $T$, defines both spectral maximum and the spectral width of emission. The peak value of the spectral distribution can be estimated as [224]

$$\hbar \omega = E_g + \frac{\hbar k_B T}{2}.$$  

The full width at half maximum of the distribution is $\Delta \omega \approx 2k_B T/\hbar$ and is independent of $\omega$. In terms of the wavelength, $\lambda$, we obtain

$$\Delta \lambda = [\lambda_m^2/(2\pi c) \Delta \omega]$$

or

$$\Delta \lambda = 1.45\lambda^2 k_B T.$$  

where $\lambda_m$ corresponds to the maximum of the spectral distribution, $\Delta \lambda$ and $\lambda_m$ are expressed in micrometers, and $k_B T$ is expressed in eV. Fig. 46 shows the spectral density as a function of the wavelength for light - emitting diodes based on various materials. For these different materials, the spectral linewidth increase in proportion to $\lambda^2$, in accordance with Eq. (86). From Fig.47, one can see that light - emitting diodes cover a wide spectral region from the infrared - about 8 $\mu$m for InGaAsP alloys - to the near ultraviolet - 0.4 $\mu$m for GaN. Light - emitting diodes are, indeed very universal light sources [258].

Fig. 46. The dependence of the shape of 2LO replica line on the excitation intensity ($I_0$) light: 1 - 0.05$I_0$; 2 - 0.09$I_0$; 3 - 0.35$I_0$; 4 - $I_0$ (After [253]).

Fig. 47. The spectra of light - emitting semiconductor diodes with different bandgaps (After [221]).

Semiconductor lasers incorporating low - dimensional hetero-structures, QWs and QDs, are attracting considerable interest of their potential for improved performance over QW lasers (see, e.g. [257, 258]). This prediction is based, in the single - particle picture, on the sharper density of states resulting from the confinement of the charge carriers in two or three directions. Among other advantages, the ideal QD and QWR lasers would exhibit higher and narrower gain spectrum, low threshold currents, better stability with temperature, lower diffusion of carriers to the device surfaces, and a narrower emission line than double heterostructure or QW lasers (see, also [259, 259]).

The observation of lasing from excitons in optically excited V - groove GaAs/AlGaAs QWR laser structures was detailed in paper [260]. The observable emission is attributed to the recombinations of excitons associated with the lowest energy electron - and hole - subbands of the QWR. Moreover these authors show that the emission energy remains nearly constant within the inhomogeneously broadened photoluminescence line of the QWRs for both continuous wave (cw) and pulsed optical excitation over a wide range of power densities. These results corroborate the important role played by electron - hole Coulomb correlations [260, 261] in the optical emission from quasi - 1D QWRs in the density regime of the Mott transition.

Fig. 48. (a) Photoluminescence spectra at 10 K of the QWR laser sample above, below and near the lasing threshold in TE - polarization. (b) Dependence on input excitation power of the PL output power;arrows indicate the excitation powers used for the optical spectra depicted in (a). (c) High resolution emission spectrum above the lasing threshold showing the Fabry - Perot modes of the optical cavity (After [260]).

Optical emission of the QWR laser structure are displayed in Fig. 48 for different values of the optical power density below, at and above the threshold for lasing in the QWR. Upon increasing the pump power, these authors observe a nearly constant energy of the peak at 1.581 eV that corresponds to the optical transition $e_1 - h_1$ associated with the ground electron - hole - subband of the QWRs. A significant spectral narrowing is also found as the power density is increased and crosses the lasing threshold. This evidences the existence of amplified spontaneous emission within this inhomogeneously broadened PL line in this density regime. The observable emission intensity varies linearly at low excitation power over three orders of magnitude (from 0.1 to 100 mW) [278]. Above the lasing threshold (at 350 mW) the intensity variation is again linear (see, Fig. 48b), indicating that the modal gain is saturated. In Fig. 48c, a high - resolution emission spectrum obtained above threshold features well - resolved Fabry - Perot modes that correspond to different longitudinal optical modes within the inhomogeneous line of the QWR - PL. Detailed investigations of PL and PLE spectra (see, Fig. 49) of the QWR allowed the indicated authors to conclude that the lasing emission originates from the recombinations of excitons as it is case for the QWR - peak of the cw - PL spectrum (for details see [260]).

Fig. 49. Linearly - polarized PLE spectrum and the corresponding PL spectrum of an etched QWR laser sample...
Figure 46. The dependence of the shape of 2LO replica line on the excitation intensity \( I_0 \) light: 1 - 0.05\( I_0 \); 2 - 0.09\( I_0 \); 3 - 0.35\( I_0 \); 4 - \( I_0 \) (After [272])

Figure 47. The spectra of light-emitting semiconductor diodes with different bandgaps (After [221])
Figure 48. (a) Photoluminescence spectra at 10 K of the QWR laser sample above, below and near the lasing threshold in TE-polarization. (b) Dependence on input excitation power of the PL output power; arrows indicate the excitation powers used for the optical spectra depicted in (a). (c) High resolution emission spectrum above the lasing threshold showing the Fabri-Perrot modes of the optical cavity (After [280]).

Figure 49. Linearly-polarized PLE spectrum and the corresponding PL spectrum of an etched QWR laser sample at 10 K. The polarization of the excitation is parallel to the wire axis. The different optical transition $e_n - h_n$ are marked by arrows (After [280]).
at 10 K. The polarization of the excitation is parallel to the wire axis. The different optical transition $e_n - h_n$ are marked by arrows (After [260]).

In QDs, as indicated above, carriers are confined in the three directions in a very small region of space, producing quantum effects in the electronic properties. As we can see from [4], the electronic joint density of states for QD shows sharp peaks corresponding to transitions between discrete energy levels of electrons and holes. Outside these levels the DOS vanishes. In many ways, the electronic structure of a QD resembles that of a single atom [259, 260]. Lasers based on QDs could have properties similar to those of conventional ion gas lasers, with the advantage that the electronic structure of a QD can be engineered by changing the base material, size and shape. In the next we assume that the QDs are small enough so that the separation between the first two electron energy levels for both electrons and holes is much larger than the thermal energy $kT$. Then for an undoped system, injected electrons and holes will occupy only the lowest level. Therefore, all injected electrons will contribute to the lasing transitions from the $E_{1e}$ to the $E_{1h}$ levels, reducing the threshold current with respect to other systems with lower confinement. The evolution of the threshold current density obtained along the years for various laser structures is shown in Fig. 50. The lowest threshold currents have already been reached for QD lasers [262]. As long as the thermal energy is lower than the separation between the fist and second levels, the emission band in an ideal QD laser is very sharp and does not depend on temperature (see, also [17]). Therefore, QD lasers should have a better stability with temperature without the need for cooling. We should add that QD lasers have the narrowest spectrum and the highest gain (for details see, also [223, 224, 258]).

Figure 50. Evolution of threshold current density for lasers based on different confinement structures (After [4])

Quantum wells photodetectors. In principle, QWs can be used for the detection of light in any spectral region. As we all know the optical properties to interband transitions in QWs are quite different than those corresponding to bulk materials, since one has to consider both the 2D optical density of states [4] and the fact that excitonic absorption is much stronger in 2D systems. With respect to intraband transitions, in contrast to the 3D situation, 2D systems can show transitions without the necessity of involving phonons. Intraband transitions can be among electrons (or holes) in confined states in wells, or between confined states and the continuum (see, Fig. 51). These transition can be tailored for detection of light (IR photodetectors (see, e.g. [4, 17] and references therein). Thus, it is in the IR region between 2 and 20 microns, that QW photodetectors are preferably used for example in applications of night and thermal imaging (see, also [4, 17]). The problem with photodiodes based on band-to-band transitions across the band-gap $E_g$ in p-n homojunctions is that they require materials with very low values of $E_g$, which makes it necessary to work at cryogenic temperatures. For instance, in the case of III-V compounds this leaves us with InAs$_{1-x}$Sb$_x$ with $x \approx 0.5$. Some A$_2$B$_6$ compounds like HgCdTe can also be used in the IR, but these materials are quite soft, difficult to process, and have large dark currents. Very perspective as QW photodetectors are isotope-mixed germanium as well as other isotope-mixed materials. In QWs, wavelength tunability is easily implemented since the energies of the levels in a QW can be adjusted by the fabrication parameters, in particular its width. Fig. 51 show the absorption transitions suitable for IR detection for a single QW under the action of an applied electric field, although practical devices are made with MQWs. In Fig. 51 there are two energy levels in each well, the second level being located close to the top of the barriers. The separation between levels should be in the range 0.1 - 0.2 eV, which for III-V compounds implies a width of
the wells about 10 nm [230]. Sometimes, it is more effective to make use of absorption transitions between a single level in the well and the first continuum narrow band outside it (Fig. 51b). In the case of the system AlGaAs - GaAs - AlGaAs, this energy is about 0.12 eV, and therefore, the spectral response is around 10 µm [256]. The advantage of using this scheme is that the photodetector dark current is smaller than for the previous case in which the carriers had to leave the wells by tunneling (for details, see [259]).

Figure 51. Optical absorption transition for IR detection in a QW: a) intersubband transitions; b) transition from a bound state to the continuum narrow band outside the potential wells. F is the applied electric field.

Fig. 51. Optical absorption transition for IR detection in a QW: a) intersubband transitions; b) transition from a bound state to the continuum narrow band outside the potential wells. F is the applied electric field.

8. Conclusion

In this review, we have presented briefly the results of experimental and theoretical studies of the objects of research that earlier were simply in accessible (naturally with exception of LiH$_x$D$_{1-x}$ crystals). This new branch of material science which is called the isotope - based material science. The use of such objects allows the investigation of not only the isotope effects in lattice dynamics (elastic, thermal and vibrational properties) but also the influence of such effects on the electronic states via electron-phonon coupling (the renormalization of the band-to-band transition energy $E_g$, the exciton binding energy $E_B$ and the size of the longitudinal-transverse splitting $\Delta_{LT}$).

Substituting a light isotope with a heavy one increases the interband transition energy $E_g$ (excluding Cu-salts) and the binding energy of the Wannier-Mott exciton $E_B$ as well as the magnitude of the longitudinal-transverse splitting $\Delta_{LT}$. The nonlinear variation of these quantites with the isotope concentration is due to the isotopic disordering of the crystal lattice and is consistent with the concentration dependence of line halfwidth in exciton reflection and luminescence spectra. A comparative study of the temperature and isotopic shift of the edge of fundamental absorption for a large number of different semiconducting and insulating crystals indicates that the main (but not the only) contribution to this shift comes from zero oscillations whose magnitude may be quite considerable and comparable with the energy of LO phonons. The theoretical description of the experimentally observed dependence of the binding energy of the Wannier-Mott exciton $E_B$ on the nuclear mass requires the simultaneous consideration of the exchange of LO phonons between the electron and hole in the exciton, and the separate interactions of carriers with LO phonons. The experimental dependence $E_B \sim f(x)$ for LiH$_x$D$_{1-x}$ crystals fits in well enough with the calculation according to the model of large-radius exciton in a disordered medium; hence it follows that the fluctuation smearing of the band edges is caused by isotopic disordering of the crystal lattice.

The wide possibilities of isotope - based materials science discussed in this review hold the greatest promise for application in solid-state and quantum electronics, biology, human memory, optoelectronics, different electronic devices, electronic and quantum computers, and many other modern and new technologies that are even now difficult to imagine. And we should repeat that the main aim of this review is to familiarize readers with present and some future applications in isotope- based materials science.
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Table 1. Calculated energy values of some direct optical transitions in LiH reduced to the experimental value of \(E_g = 5.0 \text{ eV}\).

<table>
<thead>
<tr>
<th>Transition</th>
<th>Method</th>
<th>(\Delta E) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I_2)</td>
<td>PL</td>
<td>10.6±0.1</td>
</tr>
<tr>
<td>(I_2^0)</td>
<td>PL</td>
<td>11.1±0.1</td>
</tr>
<tr>
<td>(I_2^\parallel)</td>
<td>PL</td>
<td>10.6±0.1</td>
</tr>
<tr>
<td>(A_{n=1}(\Gamma_6))</td>
<td>(\parallel)</td>
<td>10.8±0.2</td>
</tr>
<tr>
<td>(A_{n=1}(\Gamma_7^+))</td>
<td>PL</td>
<td>11.0±0.2</td>
</tr>
<tr>
<td>(A_{n=1}(\Gamma_7^-))</td>
<td>(\perp)</td>
<td>10.9±0.2</td>
</tr>
<tr>
<td>(A_{n=2})</td>
<td>PL(\parallel)</td>
<td>11.3±0.4</td>
</tr>
<tr>
<td>(A_{n=2})</td>
<td>PL(\perp)</td>
<td>11.1±0.4</td>
</tr>
<tr>
<td>(A_{n=2})</td>
<td>R(\perp)</td>
<td>10.2±0.5</td>
</tr>
<tr>
<td>(A_{n=3})</td>
<td>PL(\parallel)</td>
<td>11.8±1.1</td>
</tr>
<tr>
<td>(A_{n=3})</td>
<td>PL(\perp)</td>
<td>10.9±0.6</td>
</tr>
<tr>
<td>(B_{n=1}(\Gamma_1))</td>
<td>R(\parallel)</td>
<td>10.9±0.3</td>
</tr>
<tr>
<td>(B_{n=1}(\Gamma_7^++\Gamma_7^-))</td>
<td>R(\perp)</td>
<td>10.6±0.4</td>
</tr>
<tr>
<td>(B_{n=2})</td>
<td>R(\parallel)</td>
<td>9.4±1.2</td>
</tr>
<tr>
<td>(B_{n=2})</td>
<td>R(\perp)</td>
<td>9.8±1.2</td>
</tr>
<tr>
<td>(C_{n=1}(\Gamma_1))</td>
<td>R(\parallel)</td>
<td>15±6</td>
</tr>
<tr>
<td>(C_{n=1}(\Gamma_5))</td>
<td>R(\perp)</td>
<td>14±5</td>
</tr>
</tbody>
</table>

The methods used were photoluminescence spectroscopy (*PL) and reflection spectroscopy (R). For measurements made using polarized light, the \(\parallel\) or \(\perp\) specifies the orientation of the \(E\) vector vs the \(c\) axis.

Table 2. The energy shifts of all of the transitions studied in [93\(^\circ\)] are given in terms of the Cd\(^{34}\)S minus the Cd\(^{nat}\)S energy, \(\Delta E\).

<table>
<thead>
<tr>
<th>Transition</th>
<th>Method</th>
<th>(\Delta E) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma_6\rightarrow\Gamma_6)</td>
<td>indirect (L-point)</td>
<td>2.1 meV = 16.94 cm(^{-1}) [1,2,3] -</td>
</tr>
<tr>
<td>(Ga_3\rightarrow Ga_3) (Ga(^{65}\rightarrow Ga_3))</td>
<td>direct ((\Gamma) - point)</td>
<td>0.85 meV = 10.5 cm(^{-1}) [4] -</td>
</tr>
<tr>
<td>(Cu_2O\ (O_16 \rightarrow O^{18}))</td>
<td>direct (yel)</td>
<td>2.2 meV = 18 cm(^{-1}) [5] -</td>
</tr>
<tr>
<td>(Cu_2O\ (O_16 \rightarrow O^{18}))</td>
<td>direct (green)</td>
<td>2.2 meV = 18 cm(^{-1}) [5] -</td>
</tr>
<tr>
<td>(CdS\ (S^{32} \rightarrow S^{34}))</td>
<td>-</td>
<td>-1.6 meV [7] -</td>
</tr>
<tr>
<td>(CdS\ (Cd^{112} \rightarrow Cd^{nat}))</td>
<td>direct 0.003 meV</td>
<td>0.4 meV [8] -</td>
</tr>
<tr>
<td>(CuCl\ (Cu^{63} \rightarrow Cu^{65})) ((\Gamma) - point)</td>
<td>-0.155 meV = 1.24 cm(^{-1}) [9] -</td>
<td></td>
</tr>
<tr>
<td>(ZnO\ (O^{16} \rightarrow O^{18})) ((\Gamma) - point)</td>
<td>6.82 meV = 55 cm(^{-1}) [10,11] -</td>
<td></td>
</tr>
<tr>
<td>(ZnO\ (Zn^{64} \rightarrow Zn^{68})) ((\Gamma) - point)</td>
<td>1.5 meV = 12 cm(^{-1}) [10,11] -</td>
<td></td>
</tr>
<tr>
<td>(C^{13}\rightarrow C^{13})</td>
<td>indirect((\Gamma) - point)</td>
<td>13.6 meV = 109.7 cm(^{-1}) [12]</td>
</tr>
<tr>
<td>(LiH\ (H \rightarrow D))</td>
<td>direct 103 meV = 831 cm(^{-1}) [15,16,17]</td>
<td>10 meV [16]</td>
</tr>
<tr>
<td>(LiH\ (Li^{6} \rightarrow Li^{7}))</td>
<td>direct 5 meV = 41 cm(^{-1}) [16]</td>
<td>3 meV [16]</td>
</tr>
</tbody>
</table>
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Table 4. Values of the energy of maxima (in meV) in exciton reflection spectra of pure and mixed crystals at 2K, and energies of exciton binding $E_b$, band-to-band transitions $E_g$ (After [1]).

<table>
<thead>
<tr>
<th>Energy, meV</th>
<th>LiH</th>
<th>LiH$<em>{0.40}$D$</em>{0.60}$</th>
<th>LiH$<em>{0.40}$D$</em>{0.60}$</th>
<th>LiD</th>
<th>$^6$LiH (78K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$_{1s}$</td>
<td>4950</td>
<td>4965</td>
<td>5003</td>
<td>5043</td>
<td>4939</td>
</tr>
<tr>
<td>E$_{2s}$</td>
<td>4982</td>
<td>5001</td>
<td>5039</td>
<td>5082</td>
<td>4970</td>
</tr>
<tr>
<td>E$_b$</td>
<td>42</td>
<td>45</td>
<td>48</td>
<td>52</td>
<td>41</td>
</tr>
<tr>
<td>E$_g$</td>
<td>4992</td>
<td>5012</td>
<td>5051</td>
<td>5095</td>
<td>4980</td>
</tr>
</tbody>
</table>

Table 5. Values of the Coefficients $\partial E_g / \partial M$ (meV) and Energies of the Band-to-Band Transitions $E_g$ (eV) according to indicated references (after [4]).

<table>
<thead>
<tr>
<th>Substance</th>
<th>$\partial E_g / \partial M$ (meV)</th>
<th>$E_g$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{13}$C $\rightarrow$ $^{12}$C</td>
<td>14.6 [1]</td>
<td>5.4125 [1]</td>
</tr>
<tr>
<td>$^7$LiH $\rightarrow$ $^7$LiD</td>
<td>103 [2]</td>
<td>4.992 $\rightarrow$ 5.095 [2]</td>
</tr>
<tr>
<td>$^{30}$Si $\rightarrow$ $^{28}$Si</td>
<td>2.09 [5]</td>
<td>1.166 [5]</td>
</tr>
<tr>
<td>$^{68}$ZnO $\rightarrow$ $^{64}$ZnO</td>
<td>0.372 [6]</td>
<td>3.400 [6]</td>
</tr>
<tr>
<td>$^{68}$ZnO $\rightarrow$ $^{64}$ZnO</td>
<td>0.40 [7]</td>
<td>3.400 [6]</td>
</tr>
<tr>
<td>$^{30}$Si $\rightarrow$ $^{28}$Si</td>
<td>3.20 [7]</td>
<td>3.400 [6]</td>
</tr>
<tr>
<td>$^{68}$GaP $\rightarrow$ $^{71}$GaP</td>
<td>0.19 [8]</td>
<td>2.400 [8]</td>
</tr>
<tr>
<td>$^{65}$CuCl $\rightarrow$ $^{63}$CuCl</td>
<td>-0.076 [9]</td>
<td>3.220 [9]</td>
</tr>
<tr>
<td>$^{65}$CuCl $\rightarrow$ $^{63}$CuCl</td>
<td>0.364 [10]</td>
<td>3.220 [10]</td>
</tr>
<tr>
<td>$^{110}$CdS $\rightarrow$ $^{116}$CdS</td>
<td>0.040 $\pm$ 0.068 [12]</td>
<td>2.580 [11]</td>
</tr>
<tr>
<td>$^{15}$Cu$^{32}$O $\rightarrow$ $^{15}$Cu$^{30}$O</td>
<td>1.116 [13]</td>
<td>2.151 [13]</td>
</tr>
<tr>
<td>$^{71}$GaAs $\rightarrow$ $^{69}$GaAs</td>
<td>0.39 [9]</td>
<td>1.53 [9]</td>
</tr>
<tr>
<td>$^{70}$Ge $\rightarrow$ $^{72}$Ge</td>
<td>0.225 [11 - 16]</td>
<td>1.53 [11 - 16]</td>
</tr>
<tr>
<td>$^{76}$Ge $\rightarrow$ $^{74}$Ge</td>
<td>0.37 [15 - 16]</td>
<td>0.74 [15 - 16]</td>
</tr>
</tbody>
</table>

Table 6. $\alpha_s \times 10^6$ for isotopic LiH (After [181])

<table>
<thead>
<tr>
<th>Isotopic composition</th>
<th>190-250°C</th>
<th>25-1400°C</th>
<th>140-2400°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^6\text{LiH}$</td>
<td>21.0 ± 0.3</td>
<td>34.4 ± 0.8</td>
<td>50.0 ± 1.0</td>
</tr>
<tr>
<td>$^7\text{LiH}$</td>
<td>19.8 ± 0.4</td>
<td>37.4 ± 0.4</td>
<td>53.3 ± 0.6</td>
</tr>
<tr>
<td>$^6\text{LiD}$</td>
<td>24.0 ± 1.0</td>
<td>38.4 ± 1.8</td>
<td>54.3 ± 1.0</td>
</tr>
<tr>
<td>$^7\text{LiD}$</td>
<td>24.8 ± 0.4</td>
<td>42.9 ± 1.0</td>
<td>55.0 ± 1.4</td>
</tr>
<tr>
<td>$^7\text{LiT}$</td>
<td>26.4 ± 0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Ratio of $\alpha_s$ for isotopic LiH (After [181]).

<table>
<thead>
<tr>
<th>Ratio</th>
<th>190-250°C</th>
<th>25-1400°C</th>
<th>140-2400°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\alpha_{^6\text{Li}}}{\alpha_{^7\text{Li}}}$ for H</td>
<td>0.879</td>
<td>0.896</td>
<td>0.921</td>
</tr>
<tr>
<td>$\frac{\alpha_{^6\text{Li}}}{\alpha_{^7\text{Li}}}$</td>
<td>0.805</td>
<td>0.872</td>
<td>0.969</td>
</tr>
<tr>
<td>$\frac{\alpha_{^7\text{Li}}}{\alpha_{^7\text{Li}}}$ for H</td>
<td>1.060</td>
<td>0.920</td>
<td>0.982</td>
</tr>
<tr>
<td>$\frac{\alpha_{^7\text{Li}}}{\alpha_{^7\text{Li}}}$</td>
<td>0.750</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{\alpha_{^7\text{Li}}}{\alpha_{^7\text{Li}}}$</td>
<td>0.932</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Comparison of the effect of isotopic scattering on the thermal conductivity of natural Ge, Si and diamond at 300 K. The % increase in k is the increase of the thermal conductivity of the nearly isotopically pure sample compared to the natural sample. The isotope is defined as $g = \sum_i f_i \left( \frac{\Delta M_i}{M} \right)^2$ (After [211], [213] and [214]).

<table>
<thead>
<tr>
<th>Material</th>
<th>% increase in k</th>
<th>$\theta$</th>
<th>$\Gamma$ \cdot 10^{-4}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>30</td>
<td>376</td>
<td>5.80</td>
</tr>
<tr>
<td>Si</td>
<td>60</td>
<td>658</td>
<td>2.01</td>
</tr>
<tr>
<td>Diamond</td>
<td>50</td>
<td>1860</td>
<td>0.76</td>
</tr>
</tbody>
</table>
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