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Abstract In this paper, we derive the solutions of fractional master equation defined by (2.1) and fractional diffusion equation defined by (3.3). The method followed in deriving the solution is that of Laplace and Fourier transforms. The solutions are obtained in a neat and compact forms in terms of the generalized Mittag-Leffler function and Fox’ H-function. The results established are of general character and include some known results, as special cases.
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1. Introduction

Fractional Master equations are studied in order to explain certain physical phenomena arising in science and engineering. Fractional Master equation and fractional random walks are discussed by Hilfer and Anton [1]. Fractional Master equation for non-standard analysis associated with Riemann-Liouville derivative is discussed by Jumarie [2]. A generalized master equation is constructed from non-homogeneous random walk scheme by Pagnini, Mura and Mainardi [3]. Fractional Fokker-Planck equations are derived from generalized fractional Master equation by Metzler, Barkai and Klafter [4].

In a recent paper El-Wakil and Zahran [5] obtained a relation between CTRW and fractional master equation by obtaining the corresponding waiting time density in terms of generalized Mittag-Leffler function [6]. The solution of the master equation is derived by them in Fourier space. The object of this paper is to obtain the complete solution of the master equation in a closed form in terms of the Mittag-Leffler function and the H-function [7]. Furthermore, an alternative shorter and simple method based on a result obtained by the Saxena, Mathai and Haubold [8] is given to derive the solution of a generalized fractional diffusion equation.

On the basis of a classification of the time generators in ergodic theory, Hilfer and Anton [1] introduced the fractional master equation involving fractional time derivative of order \( \alpha \), \( 0 < \alpha < 1 \). Fractional master equations occur as special cases of generalized Liouville equations, see Hilfer [9,10] and provide a generalization of the fractional diffusion. It is proved by Hilfer and Anton [1] that there exists an interesting relation between a fractal master equation and the theory of continuous random walks. Following Hilfer and Anton [1,p.R848], fractional master equation can be written formally as

\[
0 D_\tau^\alpha N(r,t) = \sum_{r'} W(r-r')N(r',t), 0 < \alpha < 1 ,(1.1)
\]

where \( N(r,t) \) denotes the probability of finding the diffusive entity at the position \( r \in R^d \) (which may be discrete or continuous) at time \( t \) if it was at the origin \( r=0 \) at time \( t=0 \). Here \( W(r) \) is the fractional transition rate which measures the propensity for a displacement \( r \). \( 0 D_\tau^\alpha \) is the well-known Riemann-Liouville fractional derivative of order \( \alpha \) defined in (Samko,Kilbas and Marichev,[11,p.37]; also see Kilbas, Srivastava and Trujillo,[12])

\[
0 D_\tau^\alpha N(x,t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t \int_0^t f(x,\tau) d\tau \left( \frac{1}{(t-\tau)^{\alpha+1-n}} \right) N(x,\tau), n \in N, \quad t > 0, (1.2)
\]

where \( [\alpha] \) means the integral part of the number \( \alpha \).

If we assume decoupling between \( r \) and \( t \) in the density function, i.e. \( N(r,t) = \xi(t) \eta(r), (1.1) \) then takes the form

\[
\xi(t) \eta(r) = \frac{1}{\Gamma(\alpha)} \int_0^t \int_0^t f(x,\tau) d\tau \left( \frac{1}{(t-\tau)^{\alpha+1-n}} \right) \xi(\tau) \eta(r), (1.1)
\]
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\[0 D_t^\alpha \xi(t)\eta(r) = \sum_{r} W(r-r')\xi(t)\eta(r), \quad 0 < \alpha < 1. \tag{1.3}\]

Since the time part of the above equation gives the fractal time evolution of fractional Brownian motion, we have

\[0 D_t^\alpha \xi(t) = -\lambda \xi(t), \tag{1.4}\]

where \(\lambda\) is the constant of separation, and the initial condition being

\[0 D_t^{\alpha-1} \xi(t) |_{t=0} = \xi_0. \tag{1.5}\]

In order to derive the solution of the equation (1.4), we apply the Laplace transform (Erdélyi et al, [13]), defined by

\[L(N(t); s) = \int_0^\infty e^{-st} N(t)dt = N^*(s),\]

where Re(s)>0, to its both sides, make use of following result, which gives the Laplace transform of the Riemann-Liouville fractional derivative [12], namely

\[\left\{\begin{array}{c}
\int_0^\alpha s^\alpha N^*(s)\;s^n s^{-r-1}\left[0 D_t^{\alpha-r} N(t)\right]_t=0, \\
(n-1 < \alpha \leq n)
\end{array}\right. \tag{1.6}\]

and apply the initial condition (1.5), we find that

\[s^\alpha \xi^*(s) - \xi(0) = -\lambda^\alpha \xi^*(s). \tag{1.7}\]

Solving for \(\xi^*(s)\) and simplifying, we see that

\[\xi^*(s) = \xi_0 \sum_{r=0}^\infty (-1)^r \lambda^\alpha s^{-\alpha-r} |\lambda/s^\alpha | < 1. \tag{1.8}\]

The inverse Laplace transform of (1.8) yields the desired result

\[\xi(t) = \xi_0 t^{\alpha-1} E_{\alpha,\alpha} (-\lambda t^\alpha), \tag{1.9}\]

where \(E_{\alpha,\beta}(t)\) is the Mittag-Leffler function (Erdélyi et al, [6]), defined by

\[E_{\alpha,\beta}(z) = \sum_{n=0}^\infty \frac{z^n}{\Gamma(\alpha n + \beta)}, \alpha, \beta \in C; \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0. \tag{1.10}\]

By virtue of the relation given by Saxena, Mathai and Haubold [14,p.302.eq.(18)], (1.9) can be written in terms of the H-function in the form

\[\xi(t) = \xi_0 t^{\alpha-1} H_{1,2}^{1,1} [\lambda t^\alpha] \left(0,1,0,1,1\right) \tag{1.11}\]

where \(H_{1,2}^{1,1}[z]\) is the Fox’s H-function, which is defined in terms of the Mellin-Barnes type integral in the form (Mathai and Saxena,[7]):

\[H_{p,q}^{m,n}[z] = H_{p,q}^{m,n} \left[\left(a_1, a_2, \ldots, a_p \right), \left(b_1, b_2, \ldots, b_q \right)\right] = \frac{1}{\Gamma_q(z)} \int_0^\infty \Theta(\xi) z^{-\xi} d\xi, \tag{1.12}\]

where

\[\Theta(\xi) = \left[\prod_{i=1}^m \Gamma(b_i + B_i) \right] \left[\prod_{j=1}^n \Gamma(1-a_j - A_j) \right] \left[\prod_{i=m+1}^q \Gamma(1-b_i - B_i) \right] \left[\prod_{j=n+1}^p \Gamma(a_j + A_j) \right]. \tag{1.13}\]

A detailed definition, properties, asymptotic expansion and a comprehensive account of the H-function is available from the monographs written by Mathai and Saxena [7]. On using the asymptotic expansion of the H-function for small and large values of the argument (Mathai and Saxena,[7]), it is seen that

\[\xi(t) \sim t^{\alpha-1} \text{ as } t \to 0 \tag{1.15}\]

and

\[\xi(t) \sim t^{-1} \text{ as } t \to \infty. \tag{1.16}\]

Remark 1. The results for the asymptotic estimate for the function \(\xi(t)\) for small and large values of \(t\), as given by El-Wakil and Zahran [5,p. 1548] are erroneous. The correct values are given in the above equations (1.15) and (1.16) respectively. The method adopted here based on the Laplace transform for deriving the solution of (1.4) is faster in comparison to the Laplace- Mellin transform method employed in (El-Wakil and Zahran,[5]) .

2. Solution of Fractional Master Equation

In this section, we will derive the solution of fractional master equation. The integral form of the fractional master equation is given by

\[N(r,t) = \delta r_0 + 0 D_t^{-\alpha} \sum_{r'} W(r-r') N(r,t), (2.1)\]

where \(\delta r_0\) represents the initial condition at \(t=0\) and \(0 D_t^{-\alpha}\) is the Riemann-Liouville fractional integral, defined by
\[ 0 \mathcal{D}_{t}^{-\alpha} N(r,t) = \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (t-u)^{\alpha-1} N(r,u) \, du, \quad (2.2) \]

where \( \text{Re}(\alpha) > 0 \).

If we apply the Fourier transform, defined by
\[
\mathcal{F}\{N(k,t)\} = \int_{-\infty}^{\infty} \exp(-ikr) N(r,t) \, dr, \quad (k \geq 0), \quad (2.3)
\]
we find that
\[
\mathcal{F}\{N(k,t)\} = 1 + D_{t}^{-\alpha} \mathcal{F}\{W(k)N(k,t)\}, \quad \lim_{|r| \to \infty} N(r,t) = 0. \quad (2.4)
\]

Applying the Laplace transform to the above equation, it yields
\[
\mathcal{L}\{N(k,t)\} = E_{\alpha,1}(W(k)r^\alpha) \quad (2.5)
\]
\[
\mathcal{L}\{N(k,t)\} = H_{1,1}^{1,2} \left[ W(k)r^\alpha \right. \left. \begin{array}{c} (0,1) \\ (0,1), (o, \alpha) \end{array} \right] \quad (2.6)
\]

The complete solution of (2.1) now follows by taking the inverse Fourier transform of the Mittag-Leffler function (2.6). Thus we finally obtain
\[
N(r,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(-ikr) E_{\alpha,1}(W(k)r^\alpha) \, dk \quad (2.8)
\]

For special values of \( W(k) \), one can obtain the inverse Fourier transform of (2.6) explicitly in a closed form. Setting
\[
W(k) = -\eta |k|^\gamma, \quad \gamma > 0, \quad (2.9)
\]
we see that in this case the required solution is obtained in a closed form in terms of the H-function as
\[
N(r,t) \sim t^{-\alpha} \quad \text{as} \quad t \to \infty. \quad (2.15)
\]

### 3. A Generalized Fractional Diffusion Equation

In this section, we give an alternative shorter method for deriving the solution of a generalized diffusion equation investigated by Hilfer [16] (2000). Below we define the (right/left-sided) fractional derivative of order \( 0 < \alpha < 1 \) and type \( 0 \leq \beta \leq 1 \) with respect to \( x \), introduced by Hilfer [16] in the following form:
\[
D_{a+}^{\alpha,\beta} f(x) = \left( \pm \frac{i}{\alpha \pm} \frac{d}{dx} (\lambda^{\beta} (1-\lambda) f) \right)(x), \quad (3.1)
\]

which holds for functions for which the right hand side of (3.1) exists. The Riemann-Liouville fractional derivative \( D_{a+}^{\alpha} \) corresponds to \( a < -\infty \) and type \( \beta \). The Laplace transform of the above operator is given by
\[
L\{D_{a+}^{\alpha,\beta} f(x); s\} = s^{\alpha} L\{f(x); s\} - s^{\beta}(\alpha-1) \left( D_{a+}^{1-\beta}(1-\alpha) f \right)(0+), \quad (3.2)
\]

where the initial value \( D_{a+}^{1-\beta}(1-\alpha) f(0+) \) is the Riemann-Liouville fractional derivative as \( t \to 0. \)

Theorem 2. Consider the Cauchy problem for the
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differential equation of fractional order

\[ D^{\alpha, \beta}_{0+} G(r, t) = \eta \Delta G(r, t), \quad (\alpha > 0, 0 < \beta < 1) \]

where \( G \colon R^d \times R^d \to R \), \( \Delta \) is the Laplacian with initial condition

\[ I_{0+}^{1-\beta}(1-\alpha) G(r, 0) = G_0 r \to = \delta(r), \quad (\alpha > 0, 0 < \beta < 1) \]

Here \( \eta \) is a diffusion constant and \( \delta(r) \) is the Dirac measure at the origin. Then (3.3) has the solution given by

\[ G(r, t) = g_0(2\pi \eta)^{-d/2} \int_{\mathbb{R}^d} \exp(i k \cdot r) \frac{1}{\mu} K_{d-2} \left( \frac{\mu}{2} r \right) dr \
\]

We find that

\[ G(k, t) = g_0 \int_{\mathbb{R}^d} \exp(i k \cdot r) \frac{1}{\mu} K_{d-2} \left( \frac{\mu}{2} r \right) dr \]

(3.7)

By virtue of the formula given by Saxena, Mathai and Haubold, [8, p. 293, eq.(41)], the inverse Laplace transform of (3.7) gives

\[ G(r, t) = g_0 \int_{\mathbb{R}^d} \exp(i k \cdot r) \frac{1}{\mu} K_{d-2} \left( \frac{\mu}{2} r \right) dr \]

(3.8)

In order to invert (3.7), it is convenient to first invert the Fourier transform and then Laplace transform. By making use of the formula given in (Samko, Kibas and Marichev, [11, p.538, eq.(27.1)]; also see Saxena, Mathai and Haubold [16])

\[ (2\pi)^{-d/2} \int_{\mathbb{R}^d} \exp(i k \cdot r) \left( \frac{r}{\mu} \right)^{1-d/2} K_{d-2} \left( \frac{\mu}{2} r \right) dr \]

(3.9)

It readily follows that

\[ G(r, t) = g_0 \int_{\mathbb{R}^d} \exp(i k \cdot r) \frac{1}{\mu} K_{d-2} \left( \frac{\mu}{2} r \right) dr \]

(3.10)

where \( r = |r| \) and \( K_{\nu}(\cdot) \) is the modified Bessel function of the second kind or MacDonald function. If we take the inverse Laplace transform of (3.9) with the help of the following formula given by Saxena, Mathai and Haubold [8, p. 291, eq.(20)]

\[ L^{-1} \left\{ \frac{s^{\rho} K_{\nu}(z s^\sigma); t}{} \right\} = t^{\rho} \cdot H_{1,2} \left[ \frac{z^{2-2\sigma}}{4} (\nu/2, 1, (-\nu/2, 1)) \right] \]

(3.11)

where \( \text{Re}(s) > 0, \text{Re}(z^2) > 0 \). We obtain

\[ G(r, t) = g_0 (2\pi \eta)^{-d/2} \int_{\mathbb{R}^d} \exp(i k \cdot r) \frac{1}{\mu} K_{d-2} \left( \frac{\mu}{2} r \right) dr \]

(3.12)

If we insert the expression \( \frac{r^{2-\alpha}}{4\eta} \) inside the H-function in the above equation by means of the formula (Mathai and Saxena, [7, p. 4, eq.(1.2.4)])

\[ z^K_{\nu_{p,q}} \left( \frac{a \cdot p + \kappa A p \cdot A p}{b_q, B_q} \right) = H^K_{\nu_{p,q}} \left( \frac{a \cdot p + \kappa A p \cdot A p}{b_q + \kappa B_q, B_q} \right) \]

we arrive at the desired result (3.5).

Remark 4. It is interesting to observe that for \( \beta = 1 \), (3.12) reduces to a result given by Kochbei [18], in which case \( G(r, t) \) is a probability density function.

4. Discussion

In this paper, we have used a composite fractional derivative which includes Riemann –Liouville and Caputo fractional derivative operators. Further due to presence of the generalized Mittag –Leffler function and Fox’s H-function in the solution, it can be computed numerically, thus enhancing the utility of the derived results.
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